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1. Introduction

It is well known that the meaning of a verb-based constructiepends not only on the
lexical meaning of the verb but also on its specific syntagonratvironment. Lexical meaning
interacts with constructional meaning in intricate wayd #ms interaction is crucial for theories
of argument linking and the syntax-semantics interfaces€hnsights have led proponents of
Construction Grammar to treating every linguistic expim@sas a construction (Goldberg 1995).
But the influence of the syntagmatic context on the congiitubf verb meaning has also been
taken into account by lexicalist approaches to argumetizedian (e.g., Van Valin and LaPolla
1997). The crucial question for any theory of the syntaxa®im interface is how the meaning
components are distributed over the lexical and morphastiotunits of a linguistic expression
and how these components combine. A grammar model thatds@bapture phenomena of this
type should be sufficiently flexible with respect to the faidation and combination of lexical
and constructional units both on the syntactic and the stolawel.

We propose a novel framework for modelling such phenomersformally precise way
which is suitable for computational processing. To this,emel integratelexicalized Tree Ad-
joining Grammars (LTAG, Joshi and Schabes 1997) wikname Semantics and employ the
technique of metagrammatical specification as introduge@dndito (1999) and Crabbé and
Duchier (2005). The basic idea of the latter is to specifynglatary syntactic trees as minimal
models of sets of tree constraints. We extend this idea oftcaint-based specification to the
level of frame-semantic descriptions. That is, both, tleengntary syntactic trees and their asso-
ciated semantic frames are specified by constraints. Thi®aph allows a strong factorization
of the syntactic and semantic information. The so-catlethentary trees defined by the con-
straints in the metagrammar constitute a finite set of trBesse trees can then be used to derive
larger trees by substitution and adjunction. We illusti@te metagrammatical decomposition
of syntactic trees and semantic frames by a case study oousaaispects of the dative alter-
nation in English, which is is well-known to be sensitive ¢gital and constructional meaning
components.

A specific charasteristics of LTAG is iextended domain of locality: In LTAG, the (non-
recursive) elementary trees defined by the constraintseimtstagrammar represent entire sub-
categorization frames and can therefore be locally linked semantic frame that encodes the
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Figure 1: A sample derivation

semantic roles of all the participants of an event denotea fmgdicate. This is possible because
of the adjunction operation in the syntax that allows to ssjgatwo parts of an elementary tree
by adjoining additional material in between. As a resultyds constructions can be identified
in the form of elementary trees without committing oneselédmpletely fixed subtrees of the
derived tree.

A long-term goal of the work described in this paper is theedlyment of a grammar en-
gineering framework that allows a seamless integratioexi€hl and constructional semantics.
More specifically, the approach provides Tree Adjoiningr@maars with a decompositional lexi-
cal and constructional semantics and thereby complemeisting proposals which are focused
on standard sentence semantics (cf. Gardent and Kallmeé@8r Rallmeyer and Romero 2008).
From a wider perspective, the framework can be seen as acstepds a formal and computa-
tional account of some key ideas of Construction GrammaiGoldberg, since the elementary
trees of LTAG combined with semantic frames come close totwgheegarded as a construc-
tion in such approaches. Frameworks with similar goals anbdtlied Construction Grammar
(Bergen and Chang 2005) and Sign-Based Construction Gra(wizhaelis to appear).

2. LTAG and grammatical factorization
2.1. Brief introduction to TAG

Tree Adjoining Grammar (TAG, Joshi and Schabes 1997) is exrgevriting formalism.

A TAG consists of a finite set of treeslémentary trees). The nodes of these trees are labelled
with non-terminals and terminals (terminals only labef leades). Starting from the elementary
trees, larger trees are derived dpstitution (replacing a leaf with a new tree) amadjunction
(replacing an internal node with a new tree). Sample eleangtitees and a derivation are shown
in Fig. 1. In this derivation, the elementary tree fohn substitutes into the subject slot of the
elmentary tree fotives, thein tree for the PP modifier adjoins to the VP node adrmmthdon
substitutes into the NP leave of the modifier tree.

In case of an adjunction, the tree being adjoined has exaaottyleaf that is marked as
the foot node (marked with an asterisk). Such a tree is calledchaxiliary tree. To license its
adjunction to a node, the root and foot nodes must have the same label W¢hen adjoining
it to n, in the resulting tree, the subtree with radfrom the old tree is attached to the foot node
of the auxiliary tree. Non-auxiliary elementary trees amtded initial trees. A derivation starts
with an initial tree. In a final derived tree, all leaves mustdterminal labels.

In a TAG, one can specify for each node whether adjunctionasdatory and which trees
can be adjoined. The subscrifNg andOA indicate adjunction constraintstA signifies that for
this node, adjunction is not allowed whi@A signifies that adjunction is obligatory.



2.2. Feature Structure Based TAG

In order to be able to capture syntactic generalizationsrimoee satisfying way, the non-
terminal node labels in TAG elementary trees are usuallickead with feature structures. The
resulting TAG variant is calledeature-structure based TAG (FTAG, Vijay-Shanker and Joshi
1988). In an FTAG, each node has a top and a bottom featuretigteu(except substitution
nodes that have only a top). Nodes in the same elementargdreshare features (extended
domain of locality). In contrast to the original TAG, an FTAIBes not have separate adjunction
constraints, since the constraints can be expressed hydeat

bLIb¢

Figure 2: Feature structure unifications in FTAG

During substitution and adjunction, the following unificais take place (see Fig. 2): In
a substitution operation, the top of the root of the newahitiee unifies with the top of the
substitution node. In an adjunction operation, the top efrtot of the new auxiliary tree unifies
with the top of the adjunction site and the bottom of the foothe new tree unifies with the
bottom of the adjunction site. Furthermore, in the final ektitree, top and bottom must unify
for all nodes.

Since nodes in the same elementary tree can share featanssraints among dependent
nodes can be more easily expressed than in the original TAGaesm. See Fig. 3 for an

example (the top feature structure is notated as a sugatrsitre bottom feature structure as a
subscript of the respective node).

2.3. LTAG elementary trees

The elementary trees of a TAG for natural languages respettic principles (Frank 2002;
Abeillé 2002). Firstly, they are lexicalized, i.e., eachmkntary tree has at least one non-empty
lexical item, itslexical anchor. A lexicalized TAG (LTAG) is a TAG that satisfies this condition
for every elementary tree. Secondly, each elementary ssecated with a predicate contains
argument slots (leaves with non-terminal labels, i.e.sstiion nodes or foot nodes) for each
of its arguments, i.e., for each of the elements it subcaiegp for, including the subject. Fur-
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Figure 3: Agreement with feature structures

thermore, it contains argument slots only for the argumefits lexical anchor, and for nothing
else Eementary tree minimality, Frank 2002).

Most argument slots are substitution nodes, in particllamiodes for nominal arguments
(see the elementary tree fidves in Fig. 1). Sentential arguments however are realised bl foo
nodes. The reason is that we want to be able to extract mabena sentential arguments
in long-distance dependencies such as (1). Such extract@m be obtained by adjoining the
embedding clause into the sentential argument.

(1)  Whom does Paul think that Mary likes?

As we have seen, the elementary trees of an LTAG are lexézhhnd contain non-terminal
leaves for all the arguments of their lexical head. Becalgti® extended domain of local-
ity, LTAG is particularly well-suited for a frame-based cpasitional semantics. The semantic
frame of a predicate specifies, among others, the themégie obits arguments. In LTAG, these
can be immediately linked to the corresponding syntacticment slots.

Concerning the modeling of the syntax-semantics interfaesfollow approaches that link
a single semantic representation (in our case, a semaatiejrto an entire elementary tree
and which model semantic composition by unifications trigdeby substitution and adjunc-
tion (Gardent and Kallmeyer 2003; Kallmeyer and Romero 2088implified example that
illustrates the locality of linking in this framework is gim in Fig. 4. The substitutions trigger
unifications betweefl] and[3] and betweei® and[4] which leads to an insertion of the corre-
sponding argument frames into the frameeaifs.
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Figure 4: Syntactic and semantic compositionJatin eats pizza



2.4. Metagrammar and factorization

LTAG allows for a high degree of factorization inside theiten, i.e., inside the set of
lexicalized elementary trees. Firstly, unanchored eldargrirees are specified separately from
their lexical anchors. The set of unanchored elementapsti® partitioned intdree families
where each family represents the different realizations sihgle subcategorization frame. For
transitive verbs such dst, kiss, admire, etc. there is a tree family (see Fig. 5) containing the
patterns for different realizations of the arguments (cérad position, extraction, etc.) in com-
bination with active and passive. The node marked with a dratris the node that gets filled
by the lexical anchor.
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Figure 5: Unanchored tree family for transitive verbs

Secondly, unanchored elementary trees are usually sgkbifieneans of anetagrammar
(Candito 1999; Crabbé and Duchier 2005) which consists ofidance and precedence con-
straints and category assignments. The elementary trélae gfammar are defined as tméi-
mal models of this constraint system. The metagrammar formalism allfiw a compact gram-
mar definition and for the formulation of linguistic gendzations. In particular, the metagram-
matical specification of a subcategorization frame defihesset of all unanchored elementary
trees that realize this frame. Moreover, the formalisnmvadlos to define tree fragments that can
be used in different elementary trees and tree familieseliyegiving rise to an additional factor-
ization and linguistic generalization. Phenomena thasheged between different tree families
such as passivization or the extraction of a subject or agcblajre specified only once in the
metagrammar and these descriptions become part of thaptasts of several tree families.

Let us illustrate this with the small metagrammar fragmemerny in Fig. 6, which is of
course very incomplete in that many tree fragments are ngjsand features are almost totally
omitted. The first two tree fragments describe possibleestilvpalizations: the subject can be
in canonical position, immediately preceding the VP, orih de extracted, with a trace in the
canonical subject position. The claSsbj comprises the different subject realizations. Similar
classes exist for the different realizations of the objeti|e in Fig. 6 only the canonical position
class is listed. Furthermore, there is a class fortip¢*P in a passive construction. This is
used only for passive, therefore the tree fragment contiosrresponding featureoIiCE =
passive. Besides these argument classes, our fragment containslaages for active/passive
morphology. Finally, the clas&ansitive specifies for each argument its different grammatical
functions: the first argument can be the subject of an aciéméesice or thby-PP of a passive
sentence or it can be omitted in a passive sentéfite second argument can be the direct object
or it can be promoted to a subject in a passive sentence. Ifsagn@e that the metagrammar

IWe are computing minimal models, this is why the third poisitin the disjunction signifies that this argument
is not realized.
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Figure 6: MG fragment for transitive verbs

constraints require the identification of the lexical arraimdes, then the minimal models of this
class are among others the first four tree in Fig. 5. Note tletifference between canonical
subject and extracted subject is factored out in the ¢dabg which can also be used for the
definition of other tree families.

A similar factorization is possible within the semanticielsemantic contribution of unan-
chored elementary trees, i.e., constructions, can be aepairom their lexicalization, and the
meaning of a construction can be decomposed further intm#aning of fragments of the con-
struction. Due to this factorization, relations betweea different parts of a certain syntactic
construction and the components of a semantic represamizdin be expressed.

In the following, we will use the metagrammar factorizatmfirelementary trees in order to
decompose the semantics of double object and prepositituedt constructions.

3. Frame-based semantics and the dative alternation
3.1. Frame semantics and lexical decomposition

The program of Frame Semantics initiated by Fillmore (138&)s at capturing the meaning
of lexical items in terms oframes, which are to be understood as cognitive structures that
represent the described situations or state of affairsheir most basic form, frames specify
the type of a situation and the semantic roles of the paditiy that is, they correspond to
feature structures of the kind used in Fig. 4 for represgngiaiting situations. Frame semantics
as currently implemented in the FrameNet project Fillmai.€2003) basically builds on such
plain role frames, and it is a central goal of FrameNet tomom a broad empirical basis how
the semantic roles are expressed in the morphosyntaciioement of the frame evoking word.

In contrast to pure semantic role approaches to argumelitatian, many current theo-
ries of the syntax-semantics interface are based on ptediemomposition and event structure
analysis (cf. Levin and Rappaport Hovav 2005). These tee@ssume that the morphosyntactic
realization of an argument depends crucially on the stratposition of the argument within
the decomposition. Two simple notational variants of suadeeomposition of the causative
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Figure 7: Possible frame representation for template (2).

verb break are shown in (2), formulated along the lines of Van Valin araPblla (1997) and
Rappaport Hovav and Levin (1998), respectively.

(2) a. [do(x,0)] CAUSE[BECOMEDbroken(y)]
b. [[x ACT] CAUSE [BECOME |y BROKEN]]]

With respect to the goals of our project, a decompositiopatantic representation is the
natural choice since it allows us to associate specific comps of the semantic representa-
tion with specific syntactic fragments. We integrate evéntcture decomposition with frame
semantic®. That is, we use frames, understood as potentially nestestitfgature structures
with additional constraints, for representing decompas#l templates of the sort shown in (2).
Fig. 7a) shows a fairly direct translation of these temglat¢o a frame representatiénThe
graph on the right of the figure can be regarded either as avadept presentation of the frame,
or as a minimal model of the structure on the left if the laiteseen as a frame description. It
is worth mentioning that there is also a fairly close relatid the decompositional frame repre-
sentations to event logical formulas neo-Davidsoniarestybr if each subframe is interpreted
as representing a reified subcomponent of the described, &ven the structure shown in Fig. 7
gives rise to a formula like (3).

(3)  Jede3e’Is|causation(e) A CAUSE(e €) A EFFECTe,€’) A activity(e¢) A EFFECTORE,X)
A change-of-state(¢’) A RESULT(€",s) A broken-state(s) A PATIENT(s,y)]

Frames allow us to combine two central aspects of templased decompositions and logical
representations: Like decompositional schemas they ameept-centered and have inherent
structural properties and like logical representatiorey tare flexible and easily extensible by
additional subcomponents and constraints.

3.2. Semantic properties of the dative alternation

The English dative alternation is concerned with verbs gkes, send, andthrow which
can occur in both the double object (DO) and the prepositiobgect (PO) construction as
exemplified by (4).

2Koenig and Davis (2006), who make a similar proposal, putlesjs on the fact that the part of the frame
relevant for argument linking can be a proper subframe o$émeantic representation associated with the expression
in question. That is, the “referential node” of the framedeet coincide with the root of the frame. While we do
not make use of this possibility in our analysis, we do notue it in principle.

3Note the different uses of CAUSE in (2) and Fig. 7. While in, @PUSE is basically used as a verb in that the
activity “causes” the change of state, the use of CAUSE irfrdmme representation is that of a functional noun: the
activity is the “cause” component of the causative scenario
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4) a. John sent Mary the book.
b. John sent the book to Mary.

The two constructions are traditionally associated withaaised possession’ (4-a) and ‘caused
motion’ (4-b) interpretation, respectively. These twaempretations have often been analyzed
by decompositional schemas of the type shown in (5-a) ar),(Eespectively.

(5) a. [[xACT] CAUSE[y HAVE 7]
b. [[XxACT| CAUSE[zGO TOY]]

In a similar vein, Krifka (2004) uses event logical expreasi of the sort shown in (6) for
distinguishing the two interpretations.

(6) a. Jeds]AGENT(ex) A CAUSEes) A s: HAVE(y,2)]
b. 3Je3e€[AGENT(e,x) A CAUSEe,€) A MOVE(€) A THEME(€,y) A GOAL(¢,2)]

Following the general outline sketched in the previousisec{6-b) could be translated into
the frame representation shown in Fig. 8a). Version 8b),dyimarison, is closer to template
(5-b) if we take[x ACT] to represent the activity subcomponent of the caused metient.
Frame 8c¢) is a further variant based on the caused motiomscke-b) taken from Van Valin
and LaPolla (1997). In contrast to the frame versions in &) @n this representation tries to
make explicit the resulting change of location of the theme.

(7) a. [do(x,0)] CAUSEBECOMEhave(y,2z)]
b. [do(x,0)] CAUSE[BECOMEDbe-at(y,z)]

The contrast between the DO and the PO variant and their aspénterpretations has
been observed to span a wider range of options than desctéat. Rappaport Hovav and
Levin (2008) distinguish three types of alternating verasdd on differences in the meaning
components they lexicalizgive-type (end, pass, etc.),send-type (mail, ship, etc.), andhrow-
type verbsKick, toss, etc.)* They provide evidence that verbs liga/e have a caused possession
meaning in both kinds of constructions. Téead andthrow verbs, by contrast, lexically entail
a change of location and allow both interpretations depgndin the construction they occur
in. Thesend andthrow verbs differ in the meaning components they lexicalgead lexicalizes
caused motion towards a destination, whetbe®sv encodes the caused initiation of motion and

4For simplicity, we do not consider verbs of communication do we take into account differences in modality
as betweemive andoffer (Koenig and Davis 2001).



lexical meaning PO pattern| DO pattern
#args| result ‘ punct.‘ manner‘ motion || (Carrive) (Creceive)
give 3 receive yes no no receive receive
(arrive)
hand 3 receive yes yes yes receive receive
(arrive)
send 3 leave yes no yes Oarrive Oreceive
Oarrive
throw 2 leave yes yes yes Qarrive Sreceive
bring 3 arrive no no yes arrive receive

Table 1: Semantic classes of verbs in interaction with thead@PO patterns.

the manner in which this is done. A destination is not lexiesl bythrow verbs, which accounts
for the larger range of directional PPs allowed for thesbwser

Beavers (2011) proposes a formally more explicit explamatf these observations based
on a detailed analysis of the different types of results teermine the aspectual behavior
of the verbs in question. He identifies four main types of ltesior ditransitive verbs: loss
of possession, possession, leaving, and arrival. Theglig@ge associated with two different
dimensions or “scales™: The first two results belong to thes§ession scale”, the latter two
results are associated with a location or path scale. Giugverbs lexicalize actual possession
as a resultSend verbs andhrow verbs, by contrast, do not encode actual possession noego th
encode prospective possession when combined with the P€rgotion. The result condition
that makes these verbs telic even if the theme does not atribe destination or recipient is the
leaving of the theme from the actor. That is, the aspectuallgvant result consists in leaving
the initial point of the underlying path scale.

With respect to the goals of the present study, the main iqureist how the constructional
meaning interacts with the lexical meaning. The DO con$ivncencodegrospective posses-
sion. Actual possession, however, must be contributed diettical semantics of the verb. This
is the case fopive verbs, which explains why there is no difference betweerltfdeand the
PO constructions for these verbs as far as caused possessmrcerned. All other alternating
ditransitive verbs show such a difference since only the Rtdepn implies prospective posses-
sion® Beavers (2011) draws a distinction between different tygfesaused possession verbs.
Verbs such agive encode pure cause possession without necessarily motiossoof posses-
sion involved. Verbs likdnand andpass, by comparison, imply actual possession but also arrival
of the theme via motion. The possession scale is “two-paintsimplex” in that its only values
are non-possession and possession. It follows that verlzhuéxicalize caused possession are
necessarily punctual since there are no intermediate tgoim this scale.

5The story is a bit more complicated: If the destination of B@ construction is human or human-like (e.g., an
institution), there seems to be a conventional implicathet the (prospective) destination is also a (prospective)
recipient, that is, (prospective) possession seems tothdezhin this case; cf. the examples in (i):

0] a. John gave the package to Mary/*London.
b. John sent the package to Mary/London.
c. John threw the ball to Mary/the other side of the field.
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Figure 9: Possible frame representations for some of thedkxems in Table 1.

In contrast tasend andthrow, verbs likebring andtake do encode arrival of the theme at
the destination (Beavers 2011). That is, for these verbsabrapanied motion, the arrival is
actual and not only prospective, and this property can bardegl as lexicalized since the verbs
in guestion are basically three-place predicates. Accoirdamotion verbs likearry andpull,
which lexicalize a “continuous imparting of force”, behalifferently (Krifka 2004). They are
basically two-argument verbs, i.e., they do not lexicalizdestination, and they are usually
regarded as being incompatible with the DO patfern.

In sum, the DO and PO constructions strongly interact withléxical semantics of the
verb! Table 1, which builds on Beaver’s analysis, gives an ovengéthe contribution of the
lexicon and the constructions. Prospectivity is indicaigd <'. For some of the verbs listed
in the table, possible frame semantic representations iee¢@ in Fig. 9. Consider the frame
for send. The change of location subframe is meant to encode motiwarts the destination
without necessarily implying arrival. Actual arrival walilbe encoded by a resulting location
state as in Fig. 8c), that is, in analogy to the represemati@actual possession in the entry for
give. The representation fdhrow differs from that forsend in thatthrow lexicalizes a certain
type of activity, here simply encoded by a subtytheow-activity of activity. Moreover, it is
inherent in the given representation that the destinatfahaentity thrown is not part of the
lexical meaning ofhrow.

4. Analysis of DO versus PO constructions

Modelling the above data in our approach calls for a suffityestetailed decomposition of
the semantics of verbs and constructions using framessemied as typed feature structures.

6The strict exclusion of the DO pattern for such verbs has wadied into question by Bresnan and Nikitina
(2010) on the basis of corpus evidence.

"The DO construction with caused possession interpretaiism occurs for creation verbs with benefactive ex-
tension as irbake her a cake Goldberg (2010). The PO pattern require®aPP in theses cases, which will not be
taken into account in the following.
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Moreover, the semantic frames and their subcomponent® de associated with morphosyn-
tactic trees and tree fragments.

4.1. Unanchored elementary trees

Concerning the form of the syntactic elementary trees, wiypillow the choices made
in the XTAG grammar (XTAG Research Group 2001). There is a taenily for ditransitive
verbs with two NPs and a tree family for verbs selecting foohject NP and a PP in the XTAG
grammar. In the PO construction we are interested in, theaBRdbe a directional PP. It need
not necessarily involve the preposititm as illustrated by the examples in (8).

(8) a. He sends the boy into the house.
b. He throws the ball into the basket/at the boy.

The fact that some verbs are more restricted concerninghthieecof the preposition than others
is due to the interplay of the properties of the event pandict determined by the verb and
the properties determined by the preposition. In (9) fotanse, we have a case where the
lexical semantics of the verb tells us that we have a changessfession where the participant
contributed by the PP is the possessor while the preposittoriells us that the NP embedded
in the PP has to be some kind of container. In (9-a), the hoatiséve a container but cannot fill
the role of a possessor while in (9-b), the boy can be a passbssis no container. We leave
the exact frame-based modelling of such restrictions fluréuresearch.

(9) a. ?He gives the cake into the house.
b. *He gives the cake into the boy.

In contrast to our PO constructions that involve a dire@ldPP without specifying the prepo-
sition, there are also constructions where a specific pigmoss treated as a coanchor of the
elementary tree. An example is the elementary treedoind of as for instance in (10) where
the prepositiorof is taken to be a coanchor of the elementary tree.

(120) This picture reminds me of my little dog.

The base trees of the DO and PO families are given in Fig. 18.I1Gler VP node in the PO
tree is inspired by the XTAG choices. It serves to allow thgiaction of modifiers between the
direct object and the PP object, as in (11), which would ngidssible if the NP and the PP were
sisters. The empty V-tree below this additional VP carrid\gnull adjunction) constraint. l.e.,
this node does not allow for adjunction.

(11) He sends his letters preferably to Susan.

The semantics of the DO construction is a caused possessanimg which gets further
constrained when linking it to a specific lexical anchor..Fig shows how the unanchored
tree for the verb is linked to its semantic frame. The idegibetween the features in the
syntactic tree and the thematic roles in the semantic franmége the correct argument linking.
As already mentioned, because of its extended locality, G T \able to perform this in a local
way within the domain of the elementary trees. The semanfitise PO construction differs in
that it expresses a caused motion instead of a caused gossdse linking of the unanchored
tree for this construction to the corresponding semangimé is shown in Fig. 12. Thefeature

11
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Figure 11: Unanchored elementary tree and semantics of@eddstruction

of the V node describes a situation, its value is the frambeg&tementary tree. When anchoring
the tree with a lexical item, this feature unifies with thieature of the lexical item and thereby
guarantees unification of the lexical and the constructiframe.
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Figure 12: Unanchored tree and semantics of the PO coristiuct

4.2. Metagrammar decomposition

The unanchored trees for the two constructions and theiceged semantic frames can be
further decomposed in the metagrammar. Some of the treméaig in the metagrammar are
used by both constructions, some are specific to one of them.

In the following, we restrict ourselves to the base treesndglaining the syntactic and
semantic decomposition. Of course, other argument réialiaare possible as well and should
be taken into account in the metagrammar classes. For agsttie subject NP classibj should
not only contain the base subject realization shown on fhefi&ig. 13 but also a tree fragment
for an extraposed subject, for a wh-extracted subject, foglativized subject etc. Some of
these tree fragments will contribute different aspecthodemantics. We leave this aside for
the moment, since the focus of this paper is on the dativenalien and its semantics. In this
paper, we treat only the active base case, assuming thataatbes can be captured along the
lines sketched in Fig. 6.
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ClassSubj ClassDirObj ClassIndirOjb

export:x export:x, p export:x, p
identities:x =[1], p =0 identities:x =[], p=[0 identities:x =[1], p =0
syntactic dimension syntactic dimension syntactic dimension
S VP VP
NPI=IAGR=2]  \/plAGR=[2] Vols=l0)  npi=T VoS0 nplI=]
VolS=0] V <* NP V < NP
semantic dimension
NP < VP causation
ErFECT {changeof-poss}
RECIPIENT

Figure 13: MG classes for subject, direct object and indiobgect

Let us first consider the classes needed for the DO congiruclihere are classes that
are just small tree fragments that do not use any other cldmse are for instance the ones
for the different arguments, namely for the subject NP, tinectl object NP and the indirect
object NP. The first two are fairly general, they occur in maifythe elementary trees and
do not constrain the semantics. The three argument classeshawn in Fig. 13. Each class
has a name, a declaration of variables that one can refer ém whing this class (the export
variables), a list of equations, and a syntactic dimensimhasemantic dimension (the latter
is empty in the first two classes). The syntactic dimensiontains a tree description that is
depicted in the usual way in the figure. l.e., solid lines ¢atk immediate dominance, dotted
lines indicate dominance and the order of sisters indidatear precedence (but not necessarily
immediate linear precedence). Furthermeregenotes immediate linear precedence while
denotes linear precedence. In the cl@dlg for instance, the tree description tells us that there
are three nodesy, np, n3 with labels S, NP and VP such that has a top feature | with valug.
Furthermoren; immediately dominates, andnz (depicted by the edges) amg immediately
precedes;. The picture is a little sloppy since it mixes node variabathwode categories.
The realization of the third argument as an NP (i.e., the fileeaclasdndirObj) is responsible
for the caused possession meaning. Therefore this classbees a frame fragment in its
semantics that tells us that the meaning is a causation wéftesd is a change of possession
where the argument contributed by this class denotes tigert?

Concerning the semantic dimension, we assume this to becatem of a typed feature
structure. When we say “unification”, speaking of combinfragmes in the metagrammar, we
actually mean conjunction and feature value equation. §mta impression is that we need
only a simple feature logic without quantification or negati

Now we combine our small tree fragments into larger onesdimgj further MG classes. We
add a class for the verbal spine that takes care of the péwolaf features (for instanceGr)
along the verbal spine. This class combines with the sulgjest into thdnTransitive class
that in turn combines with classes for further argumentg définition of the class for active
transitive verbs is shown in Fig. 14. Note that we assume thlaénever we use a class, its
meta-variabledd], (1], etc.) get instantiated with fresh values. This avoids tediad unifications.

8This is of course not the only way this syntactic fragment lsaised; other classes for indirect objects with a
different semantic contribution exist as well.
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ClassVSpine ClassInTransitive ClassTransitive

syntactic dimension export:p, argy export:p, args, argy
VP[ AGRT] use classe¥; :VSpine_, use classe¥; :InTran_sitive_,
N1 =Subj N, =DirObj
identities V1.V = NV, identities:V1.V = NL .V,
Vol/AGR=1] argy = Ni.x, p=N1p p=N.p, arg; = V1.args,
arge = No.x

Figure 14: MG classes for transitive verbs

ClassDOConstr

export:p

use classe¥; =Transitive,N3 =IndirOjb
identities:p= Nz.p

semantic dimension

[causation 1
EFFECTORVj.argy
THEME Vl.argz
GOAL N3.X
P activity
CAUSE
EFFECTORVj.argy
change-of-poss
EFFECT
THEME Vl.argg

Figure 15: MG class for the DO construction

The further combination with the class for the indirect @bje shown in Fig. 15. The minimal
model of DOConstr is the unanchored tree from Fig. 11. In addition to the fraimaas in
Fig. 11, we include a specification of the thematic roles enttip level of the frame that serves
to obtain the correct identifications of event participantsen unifying with the frame of the
lexical anchor. We will come back to this when treating lekianchoring in section 5.

Now let us consider the PO construction case. HereTthasitive class is used again. For
the third argument, we use the cld38PrepObj for a directional PP-argument. The PP con-
tributes the goal of some change of location. The higheis®&Constr arises from a combi-
nation of theTransitive class and the class for the directional PP. The change didocfiame
contributed by the PP is embedded undergheecT attribute of the frame of the verb and it
is enriched with a roleHEME that is the event participant contributed by the direct abj€he
classPOConstr is given in Fig. 16. Concerning the highest class, we can éefinlasDAlt-
Constr that is simple the disjunction @OConstr andPOConstr. This way, we obtain a single
tree family containing trees for both constructions. Dejdeg on whether we have a PP or a
direct object, only the corresponding part of the family barselected. The minimal referent of
the clasDAItConstr contains the two trees from Fig. 11 and Fig.%12.

9As mentioned above the classes corresponding to elemerngarfamilies usually have more than one minimal
referent since all possible realizations of an argumepictization, extraposition, relativization, etc.) aag&en into
account.
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ClassDirPrepObj ClassPOConstr

export:x, p use classe¥; =Transitive,N3 =DirPrepObj
identities:x =[1], p=1[0] identitie_s:p_: V. P, ViV = Ng.V
syntactic dimension semantic dimension )
VP, causation
GOAL Nsz.x
Vio VP, cavse |2CtvitY
Vip EFFECTORVy.arg;
Vona PF{IZ]
change-of-loc
EFFECT N3.p
£ THEME Vj.argy

V1 <*VPy, Vo < PP
semantic dimension

{Cha”geo‘c"oc ClassDAltConstr

RS SU L use classes DOConstrPOConstr

Figure 16: MG classes for the PO construction

5. Lexical anchoring for DO and PO constructions

Once the unanchored tree families are computed via conupilaf the corresponding MG
classes, these trees are anchored by lexical items. Inwthnds, the lexical anchor is substituted
into the anchor node.

The lexical anchor contributes parts of a semantic frame F$g. 9 above for some lexical
items and their semantic frames). Because of the unifiatibthe syntactis features on the V
nodes, the frames of the unanchored tree and of the lexichbamnify. An example is given in
Fig. 17 that shows the lexical anchoring of the PO conswuactvith the anchothrows (the top
roles are omitted for reasons of space). The resulting aadhelementary tree has a semantic
frame that is the unification of the framkand|ol.

V[S:] Tl /\
| 1=
throws NP vpP
causation 1 yolsEa N2l e [causation 1
throw-activity %P] CAUSE activity
CAUSE |EFFECTORIE] VNa PpR!= EFFECTOR[]
| [0]
THEME  [9] : change-of-loc
change-of-loc EFFECT | THEME
EFFECT
THEME [9] DESTINATION

Figure 17: Lexical selection of the elementary treetfwows in the PO construction
The idea is of course that if the two frames (the lexical andteone and the construction

frame) are contradictory, unification fails. However, inmscases where standard unification
leads to a failure we actually want the two frames to unifiy.ekample is the unification of the
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frame ofsends that states that the verb expresses a causation whoseigfiattiange of Icoation

and the frame of the DO construction that states that thetaffethe causation is a change of
possession. The two frames are given in Fig. 18. Even thdughdo not unify we want them

to combine. The meaning of the combined frame (i.e., of thedd@struction anchored with

sends) is, roughly, a causation with effects along different dirsiens or “scales”: there is a
change of location of the theme and at the same time the thewhergoes also a change of
possession.

sends DO construction
[ sending ] causation
EFFECTOR/8] THEME
THEME  [9 GOAL
GOAL activity
. CAUSE
activity EFFECTOR[]
CAUSE
EFFECTOR change-of-poss
change-of-loc EFFECT |THEME
EFFECT |THEME Bl RECIPIENT
DESTINATION ) ]

Figure 18: Lexical frame and construction framesefds and the DO construction

There are different ways to avoid the mismatch between tleftames. One possibility
is to use set-valued attributes and to assume a special ieation for these. In our case,
the attributeeErFECTwould have a set of changes as value. When unifying two sush the
following strategy can be adopted: for two elements belogpdd the respective sets, if they are
of the same type or one is of a subtype of the other, they must and the result is part of
the resulting set. Otherwise, we take the two elements toritbesdifferent aspects that should
be considered as a conjunction. We therefore add each oftthéra resulting set of frames. In
our example, this would lead to the anchored tree in Fig. eRhat, in order to obtain the

/S\ 'sending
EFFECTOR/8|
N=EE! VP THEME
/’\ GOAL
visO Npi=B) NpIE io] PO Y
‘ EFFECTOR/8]
sends change-of-loc change-of-poss
EFFECT THEME , | THEME
DESTINATION [3]| |RECIPIENT [3]

Figure 19: Anchored tree faends with the DO construction

intended identifications between participants of evenesneed the top roles here. They make
sure the destination of the change of location is identifiéth the recipient of the change of
possession since both are equal to the top goal of the frame.

An alternative approach, which does not require set-vaftibutes, is to treat the diferent
changes as two different perspectives on the effect of theat@mn event. Technically, the two
perspectives could be realized b BANGE-OF-LOC subcomponent and @HANGE-OF-POSS
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subcomponent of therrFecTframe, respectively. But the details and the consequerfcimso
solution have to be left to future research.

6. Conclusion

LTAG is a lexicalized tree grammar formalism with an extesh@mmain of locality and
rich possibilities for factorizing syntactic and semaimtiformation on a metagrammatical level.
In this paper, we propose to exploit this for an implemeaotatdf a detailed syntax-related
semantic decomposition of both constructional and lexieéhning components. As a case study
we have described a model for the dative alternation in EhgDur LTAG analysis separates
the lexical meaning contribution from the contribution bEtconstruction taking advantage
of LTAGs separation between unanchored elementary tred$eaital anchors. Furthermore,
we have factorized the two constructions (double object@eg@ositional object) into smaller
fragments, some of which are shared between the two cotistrac

Our analyses have demonstrated that below the level ofdizéd elementary trees and
their semantic representations, the metagrammar formaid TAG allows us to identify those
fragments of syntactic structure that are the potentialiarar of meaning. This is partly due
to the abstraction from surface structure that comes with@$ adjunction operation and the
resulting extended domain of locality. Even constructithregd do not form a contiguous subtree
in a larger derived tree can be described locally.

As semantic representations we have used frames in the skhgeed feature structures
encoding rich semantic information. So far, it seems thaintletagrammar descriptions of trees
and frames can be rather simple in the sense of being first tnekyfeature logics without
guantification or negation. However, the formal propertésur framework need to be further
investigated examining a larger range of semantic phenamen

An important aspect of the work presented here is that we atonly at theoretically
modelling certain linguistic phenomena but also at impletimg corresponding grammar frag-
ments. The tools for implementing and testing LTAG gramnaaes already available though
they need to be adapted to our needs concerning the featjicele choosé?
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