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Exercise 1 Consider the tf-idf weighting scheme from slide 9.

Ezxplain why we obtain t fiqidf; values O for terms occurring in all documents.

Solution:
We define the weight as
. D
wig = tfrqidft =t fralog (u)
df
For terms occurring in all documents, we have df; = |D| and therefore idf; = logi—Di = logl = 0,

consequently the entire product is 0.

Exercise 2 Consider the following 2-dimensional vectors vy = (1,2),03 = (3,6),v3 = (2, —1).
Calculate

1. the normalized vectors (length 1) for ¥y, Ua and ¥s;

2. the Buclidian distances between Uy and Us and between v, and v3 without normalization;

3. the pairwise Euclidian distance of the corresponding normalized vectors (again between U7 and Uy
and between ¥y and U3); and

4. the cosine similarity, again for U7 and vy and for vy and Us.

Solution:
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