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Abstract conjunction of universal and language-specific prin-
- . . . _ciples, including disjunctive constraints on lexical
Two approaches to conditional information used in~ "~

entries and phrase-structure templates (also known

feature-based linguistic theories, especially headéds immediate dominance schemata).

driven phrase structure grammar, are compared an An explication of this proposal is given by Pol-

their interrelation is expl_|cated on a formal and 8ard and Moshier (1990) and Carpenter (1992, chap-
conceptual level. For this purpose concepts of lo- : )
. : ter 15). For them, a grammar or constraint system is
cale theory are introduced that allow to define fea- . . .
s : o roughly arelation between attribute-value descrip-
ture descriptions and structures in a unified manney. I
. . ) ions. Carpenter prefers to write = y’ iff the or-

and, in particular, to make the difference between . ) X 7
o dered pair{z, y) is a constraint, that is, an element
both approaches transparent. In addition, a founda:- 4
. ; ) . of the constraint system.

tion for attribute-value logic as a predicate-functor

X . . . This notation, on the other hand, reminds the at-
logic based on regimented and formalized descrip- .. . )
) ) tentive scholar of the extensive footnotes in Pollard
tions is proposed.

. and Sag’s pioneering work (1987, chapter 2). The
It turns out that the relative pSGUdO'Complementsymbolg‘:>’pdenotesgtherela(tive pseud%—corrzple—
version of conditional constraints as put forward byment operationby means of which Pollard and Sag

Pollard and Sag (.1987) IS t_he wrong choice. I:romformulateconditional information One of the more
a formal perspective, the mistake is due to the CONz-mous examples is thdead Feature Principle
fusion of the category of Heyting algebras with that

of frames. Only the former are equipped with an phrase= SYN| LOC| HEAD =

operation corresponding to the conditional, that is, DTRY HEAD-DTR| SYN| LOC| HEAD .}

with means to represent conditional information as What is the relation between these two uses of
an element within the algebra itself. With respect._, ., Obviously, it denotes a two-place relation in
to cognitive processing the central point is that CONYhe first case, a’nd a two-place function in the sec-

d't'(t).nal mforr_nactjlodn IS (in gengtr_al) no:_ach;a?gfot ond. Perceiving relations as functions makes the
mation acquireéd auring cognitivé action but back-.,mnarison more direct: a function with possible

ground information applied in processing. |3 es true and false vs. one with attribute-value de-
An appropriate formalism to keep conditional scriptions as values.

and actual/observational information apart is given |, \what follows we show, after reviewing some
by geometric or observational logic (Vickers, 1989). \vall-known insights, that in general the relative
Since this logic is on the other hand the logic Ofpseudo-complement operation is teong choice
frames and locales it provides a promising framep, regard to Pollard and Sag’s intention, pin down
work for grammatical theory. the reason for that mistake, and propose a formal

) framework to overcome this obstacle. To prevent
1 Introduction misunderstandings: we an®t going to furnish the

Most modern grammatical theories are formulatedfénd to classical logic, which Pollard (1999, p.
as a system of constraints. Pushing this viewpoint283f) regards as a side effect of a sharp distinction
head-driven phrase structure grammar$g re- It would be more precise to replacephrasé by

gards_the entire gra_mmar_Of th_e |_anguag_e in questiorheaded-phrasand to abandon the anachronistic 1987 feature
as a single constraint on linguistic signs in form of aarchitecture, but such details are of no concern here.




between feature structures and feature descriptionsepresentation is given in (1) as a direct sum of di-

On the contrary, we propose a logigepmetricor
observationgl that hashointernalized conditional.

rect product$. Abstract specification at the begin-
ning allows to switch representations when appro-

Subsequent to these primarily formal considerariate.

tions we focus on the question what conditional in-

Let E be the set of elementary attribute-value

formation is, and is about, in grammatical and cog-terms. They are subject to the constraint system,

nitive theory.

henceforthAvl (attribute-value logic), given by the

(Readers primarily interested in an argumentfollowing schemat&:
from within Pollard and Sag’s (1987) approach con-

tra the choice of relative pseudo-complements as ¥~ ¢ 4;(1:1_: B (ézﬁrgi;ri]v?g/)y
constraints are encouraged to skip to section 3.1.) P74 4=" = P=T -
p=q X p=p (Reflexivity
2 Recapitulation pia < p=p -
p_ ) p=q,plr=pr < pPr=q¢r (Substitutivity
The following synopsis belongs more orlesstofolk- =4 p.q < g:a
lore (cf. Pereira and Shieber (1984), Pollard and o=y ¢ < p=p (Prefix Closurg

Moshier (1990), Carpenter (1992), Shieber (1992), _ _ _

Moshier (1993), Rounds (1997), Pollard (1999)). Our object oflnyerest is the fran¥&(Avl ) prese_nted
Style of presentation differs insofar as it draws onby the constraint systerAv/ or, more precisely,
concepts from locale theory. See appendix for backthe corresponding localé(Avl ), henceforth called

ground.

2.1 Attribute-Value Logic

Elementary(or subbasi¢ attribute-value (or fea-
ture) termsover finite setd. andA are of the form
p=gq andp:a with p andq being elements df * and

a element ofA. To be slightly more pedantic than
usual these terms are defined throdighmal speci-
fication Ingredients are an operatipmealizing the
concatenation of strings ovér, the so-called empty
string e (a 0-ary operation), and two “ordered pair”
operations= and:, of which the first takes elements
of L* as arguments and the second elements of
andA respectively. In other words, the getof el-
ementary attribute-value terms is specified as

Q) L*xL* U L*xA.

If one likes to admit elements &f as attribute-value
terms then it is reasonable to require that = a.f
Emphasis on such formalistic aspects is program
matic to the viewpoint of universal algebra taken up
in the following. The apparently harmless starting

point of elementary attribute-value terms presup—o‘c F

poses equational (or functorial) specifications. Ini-

tial models can be constructed as quotients of freg ,

the feature (or attribute-valu@ locale Its opens
i.e. the elements af (Avl ), are theattribute-value
descriptionsformed by finite conjunction and infi-
nite disjunction of elementary terms modulo equiv-
alence with respect tév/. The pointsof L(Av/)
are the (abstract, possibly infinite, conjunctivej-
ture structures

Readers acquainted with the somewhat exten-
sive construction given by Pollard and Moshier
(1990) and Carpenter (1992, chapter 12) may won-
der how fast our definition comes to the point(s).
Two answers: First, the category of locales (or
frames, respectively) is the perfect choice for the
intended purpose in that it supplies the desider-
ata by universal constructions. Second, specifica-
tion is one thing, representation is another. The
Pollard/Moshier/Carpenter definition is lengthy be-
cause it involves a specific construction whereas our
definition makes recourse to a general fact about
frame existence.

Points of L(Avl), i.e. feature structures, can be
described in several equivalent ways: as elements
(Avl)* (frame morphisms fronF(Avl) to 2),

4For a functorial specification of the list structuke’ see
. Manes and Arbib (1986).

term algebras modulo the congruence generated by Sequivalence to Shieber's (1992) system

all instances of the given equatioh#\n equivalent

2\We stick to “ordinary” attribute-value structures. For set
valued variants see Moshier and Pollard (1994).

tThis trifling matter is missed, typically enough, in Carpen-
ter's (1992, p. 63) axiomatization (but see ibd., p. 66).

3see e.g. Wechler (1992) for background.

P=q X q= (Symmetry
plg=r <X p=p (Reflexivity
pa S p=p
p=q,pr=s < gqr=s (Substitutivity
P=q, p:a X q:a

is easily checked via identity, weakening, and cut.



as completely prime filters of (Avl ), or more con- 2.2 The Structure of a Point

6 . .

cretely, as subsets &fclosed undeAvl.” (Therep- |, jight of representation (1) each subsetis the
resentation as rooted feature systems given in Se¢gisjoint) union of a subset df* x L* and one of
tion 2.2 hinges in contrast on the specific structure; « v 4 " From this perspective it is common to call

of Avl.) _ _ _ Avl -closed subsetdleroderepresentations of fea-
Note that the notions osatisfactionand sub- e structures. Being closed with respectid is

sumptionare already determined b(Av/): a de-  then rephrased as being the union of an equivalence

scription, represented as the disjunction of a$et rg|ation onZ* which is conditionally closed with re-

of finite conjunctions of elementary descriptions ISspect to concatenation from the right (i.e., contains

satisfied by a feature structugaf and only if there ol r =g rif it containsp = ¢ andp| r = p| r) and

is an elemenp; A ... A ¢, Of Ssuch that (8sAvI- 3 sybsetR of L* x A such that all sets of the form

closed subset df) is a superset of 1, ..., ¢ }. A {p| Rpa} are congruence classes.

feature structure: subsumeg if and only if y sat- An immediate consequence of this representation

isfies every description that is satisfied by Fur- s that L(Avl) points can be represented msted
thermore, the set of feature structures ordered bYeature systems

subsumption is directed complételhe join unifi- o _
cation) | | X of a set of feature structures, existenceDefinition 1 A feature systenover L and A is a

assumed, satisfies iff at least one element ok pair (I, I) consisting of a seWV, thecarrier, and
satisfiesp. a function which takes each elemehof L to a

So far, no specific properties &fvli came into functional relatiof®on N and each element of
play. SinceAvl is coherent,L(Avl) is aspectral A to a subset ofV.

locale, that is,F(Avl) is the ideal completion of It is convenient to extendl by converse re-

the distributive lattice freely generated By!. (El- lational composition inductively toL*, that is
ements of this lattice are composed of elementar (1) = I(1) o I(p) ' ’

descriptions byfinite disjunction and conjunction.)
In addition, £(Av/ ) is spatial, which means that two Definition 2 A rooted feature systens a triple
descriptions are identical iff they are satisfied by the (x, N, I) such that{V, I} is a feature systemy
same set of feature structures. Becadskis def- is an element ofV, and each element of N is
inite, the partially ordered set of feature structures “reachable” fromx in the sense that there is an
is bounded complete, and even complete since there elementp of L * with (n, ) € I(p).
are no exclusions iAvl .8

Algebraicity of L£(Avl) is another immediate
consequence of the definiteness/f. L(AV/) is

If x is a feature structure (thought as its Nerode
representation) then the seéi, of congruence

evenw-algebraic sinceé is countable. The poset of classeq[p] | p=p €z} of z serves as the carrier of
Ithe rooted feature systeffe], N, I,) wherel, is

L(AVI) points therefore is a Scott-domain. Spectral”, ™.

algebraic locales can be characterized by the Conqleflned such that
dition that every compact open has a unique rep- L) = {d!],[p)) |l l=p1 €x},
rese_ntation as a finite irredundant join of compact, I.(a) = {[p]|p:aca}.

coprime opens. (The latter correspond to compact

points.) This serves as a blueprint for the construc/z({) is functionalbecauség | is a conditional right
tion carried out by Pollard and Moshier (1990) andcongruence.

Carpenter (1992, chapter 12) starting with compact This correspondence works the other way around
feature structures represented as finite rooted fea@s well: if (x, N, I) is a rooted feature system then

ture systems (see beloi). {p=q| 3n((n. 1) €1(p) & (n, ) € 1(q)}

*Appendix A.3, lemma 2. U {p:a|3In({n,x)€l(p) & nel(a))}

"see again lemma 2.

8Since{e=¢} is the least element with respect to subsump-  1© Though afflicted with the danger of confusing the
tion, the partial order of feature structures is a compiattice. reader a relationR is understood to be functional iff
Another implication of definiteness is th&i(Avl) is the uni-  Vryz(Rzz& Ryz — x =y). This Quine/Godel/Peano con-
versal frame over the semilattice freely generatedily. vention draws its justification from the natural way it allovo

®Lack of space does not allow an explication of the notionsformalize natural language expressions like ‘is father eée
used in the last paragraph; see e.g. Vickers (1989, chapter 9 section 4.1 for further examples.




is closed with respect téw/. Applied to/, this context. According to Carpenter, a feature structure
construction returng. And, with morphisms de- « satisfies the constraint system iffis resolved
fined in the obvious way, it takes isomorphic rootedwhich means that “every one of its substructures sat-
feature systems to identical feature structures. Foisfies the inherited constraint on its type” (ibd., p.
those who enjoy the language of category theory: 229). One possible formulation of this is:

Proposition T The poset ofC(Avl) points is (as zkE N{p:Cla)| z Ep:al},!
category) equivalent to the category of rooted fea

‘or equivalently,
ture systems

(2 Va¥p(z Ep:a — z = p:C(a)).

In other words is closed with respect to all con-
straints of the form(p:a, p:C(a)).
Implicit closure of constraints under translation is

write ‘p: ¢’ for * t,,(¢)’. SinceAvl is invariant under also appropriate for the relative pseudo-complement

translation, there is an induced endomorphism orY€rsion. For gain of elegant formulation we slightly

F(Avl). 1 abuse the so-calleshaster modalityj*] introduced
The switch to£(Avl) deserves attention: when DY Gazdar et. al. (1988}

translation is taken as the frame part of a locale mor- [x]¢ = N{p:¢|pel™}.

phls_m then_ point translgtlon goes in _the Opposite OII"I'he relative pseudo-complement version of the con-
rection taking each point to = o t,, i.e. (asAvl-

closed set) tde=c} U {p:¢| g}, straint corresponding to a constraint syst€nthen

- W . . leads to:
Converse translation is more interesting. It does

not give a function but at least a functional relation zE [¥] N{a=C(a)|ac A},
because translation is injective. Converse translagnich is equivalent to:

tion by p applies to every poing which satisfies

p = p and takes it to{¢| p:pcz}. By defining (3 VaVp(z E p:a=p:C(a)) .}
U(l) as the converse translation byand U(a) as
the extent{z | z & a} of a one gets a feature system
carried by the set of (Avl) points.

Translation

Each elemeng of L * determines a functiot), from
E to F(Avl) takingg =r to p| ¢ =p| r andq:a to
pl ¢:a. We call it thetranslation byp and allow to

Diagnosis
The relation between (3) and (2) is straightforward.
(3) implies (2) whereas the reverse is generally not

3 Conditional Constraints the case:
3.1 Two Positions zEa=b = Vy(zCy— (yEa—yED)).

According toHPsG and related paradigms, well- Proof: Suppose that = a = b, z C y, andy E a.
formed linguistic entities are modelled by attribute- By definition ofa = b there is a: such thatAa < b
value structures which satisfy all constraints of theandz = ¢. Therefore, by definition of subsumption,

grammar (provided its adequacy). Pollard and Sag'@ Ec. S0,y E a A ¢ < b, which implies thaty = b,
original approach (1987) to constraints uses the rel-

ative pseudo-complement operation, which is char- To gve a simple illustration, Suppose there are
acterized by: three different elementary descriptionsb, andc,

and one (nontrivial) constraifty, b). According to

p<YP=x < NP <X, (2), z is resolved iffz = a — = E b. Resolved, i.e.
thatis,y=x = \/{¢|$ A4 < x}. Constraints are closed sets argh}, {c}, {a, b}, {b,c}, and{a, b, c}.
thus attribute-value descriptiohs. (3) on the other hand calls far such that: £ a =
Pollard and Moshier (1990) and Carpenter (19920 Buta = b equalsV{c| c A a < b}, that is, b.

chapter 15) present a somewhat different picture off nereforea = b is satisfied by the closed sefts},
constraints. They define grammaror constraint 1% 0}, {0,¢}, and{a, b, c}, obviously lacking{c}.

systenrespectively as a functiof which takes el- *Note that in general this incorporates inherited constsain
ements ofA to (finite) attribute-value descriptions. see section 3.2.

The concept of satisfaction needs explication in this **see also Kracht (1995) and Rounds (1997).

Hranslation is a Heyting algebra endomorphism on
by the universal property of definition 10, appendix A.2. F(Avl). A proof is omitted since for our main argument we
2Each element is permissible singe= T = y. could equally well choose (3) in the first place.




A closer look to Pollard and Sag’s reasoningit, observational logid* With ‘description’ and
reveals that what they regard as “most importantconstraint’ in place of ‘formula’ and ‘axiom’ the
consequence” (1987, p. 43) of introducing pseudofollowing passage from Vickers (1999, section 2)
complements doesot make them prerequisite. It describes our viewpoint perfectly:The observa-
is the demand thati# E ¢, ¢ < a, andz Ea = b  tional intuition is that formulae represent observa-
thenx £ b A ¢. But for this conclusion, the premise tions, while axioms — how observations relate to
‘z £ a — x E b inplace of the stronger = a=1b"  each other —represent scientific hypotheses or back-
is sufficient. Contrary to what Pollard and Sag seenground assumptions. Observational logic is thus
to have in mind, wherr satisfieses = b this does well suited for both a scientific theory about “ex-
not only mean that it satisfiesa then it must also ternal” language (types of utterances, inscriptions,
satisfyb. It rather means that everything subsumedetc.) and a theory about the grammatical knowledge
by z that satisfies must also satisfy. of speakers/hearers (see section 4.3).

Possible complaints about non-monotonic effects AS Vickers (1989) explains, it is reasonable to
of the condition # £ a — z = b are out of place takefinite observationgor affirmative assertior)sas
since in this case there is no analogueate> b  closed undefinite conjunctionsandarbitrary dis-
which may turn wrong when more information is junctions(only one assertion has to be affirmed in
available. In the above examplg:} belongs to case of the latter). Negation and conditional, how-

{z|zEa— z &b} because(c} ¥ a. In contrast, €ver, donot preserve affirmability because negation
{a,c} does not, sincéa,c} = a but {a,c} ¥ b. Its transforms affirmative assertions into refutive ones.

“resolution” therefore iga, b, ¢}. This effect is best Therefore, the logic of affirmative assertions/finite

described as “growth” and not as “revision” of in- Observations is algebraized by frames. Given a set

formation. of elementary observations (or descriptions) the do-
main of observations is the frame freely generated
by it. Identification of descriptions which are equiv-
alent with respect to background knowledge in form
of a constraint system (or geometric theabyleads

gto the frame presented k.

Though there is no negation operator, there are

To reiterate, itr does not satisfy then it trivially
satisfies the constraift:, b) — the constraint “does
not apply” toa, as intended. But if a specializa-
tion of z satisfiess but notb thenz doesnot satisfy
a = b. So, a possible explanation for Pollard an
Sag’s mistake may be their inattentive constriction : ¥ A .
to the case that specialization “into” the premise ofS€Veral ways to include “negative” information.
constraints is excluded. This means that each fe%leganve obse_rva;tslons can be handled, fo_r exa_mple,
ture structurer either satisfies the premiseof a oY term negatiort® —¢ is regarded as affirmative
constraint or is incompatible with it in the sense that2nd Not as a refutation af. That¢ and —¢ are

none of its specializations satisfiesin short, either compatible can be enforced by an axiom scheme:
rEaoOrzEa= L. Abbreviating = 1’ as usual

¢, —¢ < @. Even the following scheme can be
by ‘—a’ we get thatz = a V —a for everyz, that is,

adopted: @ < ¢, —¢; nothing is observed, but ei-
aV—a = T. Thus, finally, we are led back to Boole. ther ¢ or —¢. Exclusions, i.e. constraints of the

form (®, o) serve as a surrogate for conditionals
with negative consequent, for in classical proposi-
tional logic,p — =) < —(p A ).
Geometric/Observational Logic Grammars as Constraint Systems

Using relative pseudo-complements as constraintollard and Sag (1994, section 1.10) formulate
does not serve the intended purpose. From a catiPSGexplicitly as a system of constraints. A char-
egorical perspective, the choice of complete Heyt-acteristic example is the specification of the lexicon
ing algebras is a category mistake (in the real sensas a constraint on words:

of the word). The appropriate candidate is the cate-
gory of frames (or locales respectively). One source

of confusion is the fact that the objects of both cate-Where thew; are feature descriptions, i.e. elements
gories are indistinguishable as ordered sets. of the frame (Avl ). Though not a constraint in the

Jarrow sense of appendix A.1 it does not prevent

3.2 A Framework for Grammatical Theory

word < w1 V wy V...,

The preferable alternative is to keep description

?-nd ConStrain_tS_ apart. This_ is pr66jsely the set- 14The name ‘geometric’ goes back to algebraic geometry.
ting of (propositiona) geometrioor, as Vickers calls Bsee Horn (1989) who traces the idea back to Aristotle.




our general theory from applying (see the remarkssides identity, that isAvi UApp is Post completeA
at the end of section A.2). further paraphrase of this condition is that the frame
As in section 3.1 let us first close the constraintsF(Avl U App) is acomplete Boolean algebrd
of HPsGwith respect to translation and call the re- There are two principal alternatives to gain full
sulting systemHpsg Then the localeC(AvI U  distinguishability: disconnect the points, or erase
Hpsg) is all we have to look for because its point setall non-maximal points. Topologically speaking,
is the denotationof HPSG It constitutes the space the first method means to switch to a topology fine
of models of the grammar. Given its coherence (neenough to separate every pair of points. This cor-
infinite disjunctions) then soundness and completeresponds to an enrichment of the descriptive vocab-
ness are by-products of this constructién. ulary in the obvious way: for each elementary de-
Let us proceed at a lower pace. The well-trodderscription ¢ add — ¢ and two constraintss, —¢ <
path is to start with (compact) feature structures, i.eg and @ < ¢, —¢.1® The other, more involved
with points of L(AVl ), i.e. with elements of (Avl ),  variant is to add constraints by keeping the descrip-
and then to pick out those which are closed undetive vocabulary constant such that each closed set is
Hpsg But that means nothing else than restrictingmaximal consistent.
L(AVI) to its sublocaleL(Avl U Hpsg). Compare
diagram (7) of appendix A.3. Prospects
The special status @fv/ derives from its roots in  The picture given so far is conceptual in nature. Its
logical truth; see sectiod.1. This is of course not main intent is to present a framework that allows
the case for certain subsystemsHgsgwhich have an almost trivial explication of such seemingly in-
been granted special status too, particularlysimt  volved tasks like defining the denotation of a gram-
hierarchyandfeature declarationsPollard and Sag mar given as a constraint system. It does not address
(1994) restrict their attention explicitly to so-called any “real-life” questions like how to compute a de-
well-typedandsort-resolvedeature structures. ductive closure let alone what kind of representation
King's (1994) formalization of these assumptionsand algorithm to choose best.
has led him to an approach within the realm of clas- What is offers, however, is a more flexible in-
sical logic that incorporates certain appropriatenesserface to domain theory — where such questions
constraints into theignatureand thereby into the are addressed — than the usual one which is re-
interpretation of his formal language. This kind stricted to the Scott domain of feature structures. To
of attempt has been criticized by Moshier (1993, p.give an example, it appears that grammatical con-
195) for whom “the ‘signature’ approach to appro- straints, especially those efPsG are disjunctive
priateness conditions is unsatisfying simply becaus@ the sense that for each constra{dt, ¥) every
appropriateness conditions a@nstraints and con-  two-element subset of is an exclusion. The point
straints are exactly what logic is good at.” We fully spaces represented by this type of constraint system
agree. are known (Zhang, 1992) to coincide with the so-
Happily there is a way out of this dilemma: sim- calledL-domainst® A natural question to ask con-
ply put all constraints at question into a constraintcerns the calculation of fix-points of recursive equa-
systemApp and move to the sublocalé(Avi U  tions?°
App) of L(Avl). Its points are exactly those fea-
ture structures that satisfy all constraintsAup. 4 Foundations

Full Distinguishability _ . This section addresses questions of ontology and
Another motivation for imposing appropriatenessempirical content of feature-based grammatical the-

conditions seems to be the wish féull distin-  ory. It rests to a considerable degree on Quinean
guishability By that we mean that any two feature positions?*

structuresz andy can be separated by descriptions

¢ andy in the sense that satisfiesp but notyy andy vickers (1989, section 9.2).
satisfies) but not¢. In other words, there is no sub-  *8vickers (ibd.) calls it éBooleanization
sumption of feature structures &(Avl U App) be- *An L-domain is a cpo such that every principal ideal is a

complete lattice — which is why Jung (1990) calls them “ati
Note that, though we do not make use of it, infinite dis- like”. They form a Cartesian closed category.

junction would allow for example the formulation eégular 207hang (1992) makes some encouraging remarks about this.

path equations 2lsee Quine (1995) for a crisp introduction.




4.1 Attribute-Value Ascription
Referential Roots

The general picture Pollard and Sag (1994, p. 6*
give of linguistic theory is that “[tlhe theory itself
does not talk directly about the empirical phenom-t ; this t f oredicate int
ena; instead, it talks about, or isterpreted by ranstorms this type ot predicate into
the modelling structures.” Empirical adequacy then

_ _ {z|Iy(Fyz & Gyx)},
arises from the convent|ona|_ _correspon_d(?’nce be\'/vhich we define as the result of a predicate functor
tween the model and the empirical domain.

In section 4.2 we plead for rejecting these = applied to wo dyadic predicates” and ‘G;.

. . A . Finally, attribute compaosition as in ‘car of the fa-
methodological assumptions” because spelling OUlyor of the employer has to be taken care of. Not
the “correspondence” inevitably involves natural surprisingly, | G stands for G o F”, that is for.
language to refer to entities of the empirical domain. ' ’ ’

So why not start here and derive from these descrip- {zy| Fz(Fzy & Gzz)}.

tive means by way of appropriate regimentation andy, this way, attribute-value logic is developed as

formalization exp_ressions_ of predicate logic or ang special kind ofpredicate-functoror operator
equivalent formalism, which then can serve as f°r1ogic.24 Logical implication of attribute-value terms

mulae of a theory. This program is pursued in theeqyces to implication in predicate logiIn order
following for attribute-value ascriptions.

- ) . o make our operator logic autonomous it has to be
The basic assumption of feature-based theories ISquipped with asoundand completeset of infer-

that the objects of interest bear certain relations (“atance rules in the sense that they allow to deduce an
tributes”, “features”) to other objects ("values”) of & ayribyte-value term from a set of such terms if and

certain type. These properties are naturally ascribegmy if it is deducible by means of predicate logic.
to objects by use of ordinary language expressiongpat is exactly whatvl does.

of a certain syntactical form. People and their cars |

give a simple non-linguistic example. A typical COmpleteness _ o
attribute-value description is ‘someone whose car i§Sompleteness oA/ in the above sense is first-
a Convertible’. Regimentation and forma"zaﬁén Ordel’ denvabl"ty Of attrlbute'value deSCI’IptlonS as

The second type of expression used in feature-
based theories describes an entity as having two at-
ributes with identical value. ‘Someone whose fa-
her is her employer’ will do as example. Regi-
mentation and formalization in similar vein as above

leads to: expressions of predicate logic granted the function-
ality of attribute predicates.
4) {z|32(z=wFyz & Pz)}, Let L and A be finite sets of dyadic and monadic

predicates respectively. LEunbe the set of axioms
given by functionality, that is, the first order theory
determined by means of the axiom schetha:

with * F” for * {yz | y is car ofz}" and ‘P’ for ‘con-
vertible’. For the moment,{’z|...z...}"is noth-
ing more than a suggestive surrogate forsuch
that ...xz...". Elimination of the definite descrip-
tion along Russellian lines leads to

{z|32(Fzx & Pz) &Vyz(Fyz & Fzz — y=2)}.

PresupposingF” as functional, (4) becomes equiv-
alent to

(5) {z| Jy(Fyz & Py)},

which coincides with the so-calleBeirce product
or inverse imageof ‘P’ by ‘F”, usually written Yisee 6., Quine (1976)

. pr 23 i i - -g. :
a_s FP (We still adhere _to syntactical ma The attentive reader presumably has detected the gap of
nipulations although the notation may evoke Setyefiexiveattributes. Predicates like ‘someone who is her own

Vaeyz(lyr & lze — y==z).

The rooted feature system representatipof a fea-
ture structurer is by definition a first-order model
of Fun. It has the following key property:

Lemmal [e]el,(¢) iff ¢ex.
Proof: According to (5)/,(l:a) is
{m|3In((n,m) €l (l) & ne€ly(a))}.

theoretical associations.)

Z2g.g. in the style of Quine (1960), (1982).

BNote that a widespread rival convention
x| Jy(Fyz & Py)} the image of ‘P’ by 'F’. Com-
pare footnote 10.

calls

lawyer’ are not expressible within the operator logic idoed
so far. The many ways to overcome this obstacle are left to the
reader.

%Fynis a natural starting point for approaches to feature
logic within the realm of first-order logic; see e.g. Smolka
(1992), Ait-Kaci et al. (1994).



Since([l], [¢]) € I(1), functionality ofI,(/) implies  the same time each poiig a (rooted) feature sys-
that[e] € I;(I:a) iff [:a € z. The other cases of ele- tem. The latter interpretation corresponds to the
mentary feature terms can be handled by analogougew of Funu Avl as a predicate geometric logic for
reasoning and induction on elementd.df, which the space of models, i.e. the system of feature
structures represents tldassifying topos Com-
pleteness presumably will then follow from topos
theory?®

(This type of observation is commonly callettrath
lemma Our line of reasoning is similar to that of the
usual ad hoc semantics for attribute-value logic.)
Reflections
An advantage of treating attribute-value descrip-
tions as regimented pieces of natural language is
Fun- N® C4 iff @ty 1 Al that its limitations are brought to the surface. Once
adopted it puts its user to the procrustean bed of the

Proof: Soundness is proofed by straightforward apattribute_—value idiom. For example, all relation_s in
plication of predicate logic. To show completeness the basic vocabulary are assumed to be functional.
supposeFunt A ® C 4. Letz be anyAvl -closed It might be worth to explorextensions within pred-
superset ofp. The feature system corresponding toicate geometric logic

z is a first-order model oFun (section 2.2). By On the other hand, it can be argued that attribute-
lemma 1, it follows thafe] € I.(¢) for every ele- value predicates have more expressive power than
ment¢ of ®. Therefore, by assumptiof] € I,.(¢)). needed in linguistic theory. For the main motiva-

Hence, € z by lemma 1. Now apply proposition tion for introducing the operator=" is the descrip-
7, appendix A.1 tion of agreement phenomena natural language.

_ _ The prototypical example is ‘something such that

Note that we have to look “into points” @(Av/) to  the person of its subject coincides with the person
proof completeness. The feature systenCOAVI) o its verb’, which denotes sentences.
points (section 2.2) will not do. If, for example,  person’ is thus understood asigadicpredicate.
A is empty andL consists of two elements and |t genotes roughly certain ordered pairs composed
G then the point{F=F,G=G} is taken tofe=€}  of natural language expression and entities denoted
by both U(F) andU(G) and is therefore an element py «irst person’, 'second person’, or ‘third person’.
of U(F = ¢). Contrary to what Rounds (1997, p. Therefore, we have to call in criteria of identity for
521) seems to assume, it is thust possible t0 re-  these new inhabitants of our universe of discourse
cover attribute-value logic from the feature SysteM(see section 4.2). After a short reflection one rec-
of L(Avl) points if one disregards subsumption.  ognizes that ‘first person’ denotesactly oneentity

There are two possible views of attribute-valuenhich in addition takes part iexactly oneelation,
logic as geometric/observational logic. In sec-pamely the relation denoted by ‘person’. This type
tion 3.2 we introduced the “propositional” version. of argument has led some researchers (typically
There is also a predicate variant of geometric logicogicians working with modal variants of feature
whose formulae are restricted to conjunction, disqggjc) to the conclusion that attribute-value identity

whereas axioms are universally quantified condi-

tionals with antecedent and consequent restricted t4.2 TheNature of Linguistic Theory
these formulaé’ Obviously, the above formaliza- Scjentific Theories

tion of attribute-value descriptions and axioms be-It is common in the philosophy of science to dis-

Iongs_ to this (?Iass. o , tinguishsyntacticfrom semanticapproaches to sci-
It is tempting to take this “double nature” of gniic theories® To put it in a nutshell, theories

attribute-value terms as “propositions” and predi-5re ayiomatic systems for the first and collections

cates for an explanation for the vexation that the

point set of C(Avl ) carries a feature system and at  %see Makkai and Reyes (1977) and Vickers (1993), (1999)

for background. Spelling out these remarks is part of future
TThe ‘C’ on the left side is of course not set-theoretic inclu- work.

sion but an operator which takes two monadic predicai¥s ’ 2e.g. Kracht (1995).

and ‘Q’to ‘Vz(Px — Qx)'. %0see e.g. van Fraassen (1980, chapter 3), Lambert and Brit-
Z’see Vickers (1993) for an introduction. tan (1987, chapter IV).

Proposition 2 Avl is sound and complete with re-
spect to first-order derivability ifFun, that is,




of models for the latter. This coarse distinction hasfunctional relation conventionally nameédThe last
to be relativized insofar as axioms have their placegwo conditions reformulated: if € I(a) then f(n)

in semantic theories as well as models are of ussatisfiesa and if (n,m) € I(l) then (f(n), f(m))
for syntactic approaches. But their status then isatisfies]. (¢ and/ are monadic and dyadic pred-
thought to be only second class. icates respectively.)

For a semantic approach, the role of language Leaving itto the reader to fill out some minor de-
therefore is neither basic nor unique. The choicdails (using e.g. proposition 1, section 2.2), we get
of a class of structures as its models comes firsas an immediate consequence the following equiva-
whereas a (preferably complete) description of thenient formulation of Moshier and Pollard’s modelling
is a secondary task. On the other hand, to equip syrsonvention, now abstracting away from the specific
tactic approaches with a model-theoretic semanticgepresentation as rooted feature systems: a feature
and, thereby, with models, involves also a certainstructurez models an entity iff
degree c_)f freedqm. Though the m_odels of model(G) rE¢ iff o satisfiesd
theory differ at first sight to a considerable extent _ o
from those of scientific theories, it seems reasonfOr every elementary attribute-value descriptipn
able, as e.g. van Fraassen (1980, pp. 44, 199) poingherefo_re, when it comes to (_emplrlcal content the
out, that both usages of ‘model’ can be reconciled. Sémantic approach — at least in the caseiREG—

We have noticed at the beginning of section 4.11as t0 rely on the language-based approach of sec-
that the scientific picture of linguistic theory given tion 4.1.

by Pollard and Sag (1994) is semantically oriented. Grammatical theories likeiPsG as we under-
For them, modelling linguistic entities by attribute- stand it, are sets of universally quantified condition-

value structures is what comes first. Furthermore@!S With antecedent and consequent restricted to a

their usage of ‘model’ carries both of the meaningscertain type_of_monadic predicate, namely attrib_ute—
mentioned above. value descriptions. Such a theory may be said to

_ . have empirical content if it allows to deduce from
Modelling and Empirical Adequacy certain observations falsifiable predictions. Since
The checkpoint for scientific theories is theinpir-  science strives for intersubjectivity, there has to be
ical adequacy For semantic approaches, this meansagreement what assertions to count as true and what
that the models have to “fit” the empirical phenom- as false. As for the ascription of a predical& to
ena, i.e., that they “represent” them correctly. Foran entityz, this means that any two researchers can
this purpose the intended relationship between thé&lentify z to make sure they refer to the same thing
model and certain aspects of the real world has t@nd that they agree whethesatisfies P’ or not.
be made precise. Here the notionisbmorphism Utterances and inscriptions are good candidates
comes into play. Following van Fraassen (1980, pto start with because they are identifiable by their
64), a theory issmpirically adequatef the struc- extension in time and space whereas phonemes,
tures described in measurement reportsigosmor- morphemes and word forms give a collection of
phicto (certain substructures of) some model of thepredicates for which it seems reasonable to expect
theory3! agreement.

Moshier and Pollard (1994, p. 613) are quite ex-Ontological Indifference

p_Iicit on the modelling relation, that is, on the ques--rymg down identity is according to Quine on a par
tion how feature structures relate to the entities the)Ovith establishing ontology: “We cannot know what

are supposed to represent. They proposedd-  gomething is without knowing how it is marked off
elling conventioralong the following lines: arooted om other things. Identity is thus of a piece with
feature systeng«, N, I) models an entity iff there ontology” (1969, p. 55).

is an (injective) functionf (the isomorphism) from Remarkably, identity and thus ontology can be

N to the empirical domain which takesto o SUCh  yefineqd anew relative to a given theory. The idea
that if n € I(a) then f(n) “is of a sort convention- s 15 igentify indiscernibles? If, for example, our

ally nameda” and if (n,m) € I(I) then f(m) *nas  jinguistic theory does not provide descriptive means
an attribute conventionally named the value of 5 gpecify the spatio-temporal extension of inscrip-
which is” f(n), or, better, f(n) bears tof(m) &  tions but only e.g. word form predicates then it is

31ct. Giere (1995) for a more modest view. 32Quine (1960§47).



more than natural to identify all inscriptions of the fication of indiscernibles and ontological reduction
same word form since there is no way to distinguishagain. However, it is by no means clear what to
them within the theory. We therebgduceour on-  count as part and what as whole since the natural
tology of inscriptions to one of word fornis, language expressions ‘part’ and ‘whole’ do not ap-
Spatio-temporal identity and ontology are still ply anymore. Indeed, both choices can be defended.
part of thebackground theoryi.e. physics. As long As for the partial description view,3®> again it
as we are working within our theory we do not havemakes only senseelative to a given frame of de-
to bother about utterances and inscriptions. But wescriptions (in the informal or formal sense of the
have to be always prepared itovert the reduction  word). It has to be clear what it means that one de-
and move to the background theory when empiricakcription is less partial then the other. The locale of
content is the issue. One can only hope that Pollar@ theory continues to serve as a generic example.
and Sag (1994) have this in mind when they pro- .
pose that theorizing with empirical content is possi-+3 Cognitive Theory
ble without decisions whether the entities are in theKnowledge of Grammar
mind or in the (external) world and how they relate According to the Chomskian paradigm, linguistics
to tokens. is concerned with the study of the knowledge of lan-
If the basic vocabulary of a theory consists of guage internally represented in the human nifhd.
attribute-value predicates as introduced in sectiorPollard (1999, p. 281) subscribes to this position
4.1 then its ontology does not distinguish objectsas he writes that “grammars exist in the real world,
which satisfy the same set of predicates. But wemore specifically the part of the world inside lan-
should go further: sincdv/ captures logical equiv- guage knower’s minds.” A formal grammar then “is
alence it makes no sense to say that different sets @&f mathematical idealization of the mental grammar.”
predicates which are equivalent with respecAtd  Such an attitude cannot be called scientific if it does
are of use to differentiate objects. Consequently, theiot take serious its ontological commitments, that
ontology of the theory is reduced to that of featureis, gives identity criteria for minds, knowledge, and
structures —the points of the local¢Av/ ). (6) then  mental grammars.
defines ontological reduction. Following for example Davidson (1989) and
By the same line of reasoning one could regardQuine (1995) one can abandon such things as minds
the extension of an (observational) theory whilealtogether. The crucial idiom ‘to know that’ which
keeping the basic vocabulary as an example of onserves to expressmopositional attitudds best an-
tological reduction. Points of the corresponding lo-alyzed asrelational states of human beings (and
cale that cannot be distinguished anymore by nonether animals) are related to sententeStates are
equivalent descriptions are identified. Taking uphere understood to hghysical that is, ontologically
the discussion in section 3.2 again, the move frondetermined by their spatio-temporal extension. Ob-
L(Avl) to the sublocaleC(Avl U App) is ontologi-  jects of knowledge, on the other hand, are abstract

cal reductiors* objects like sequences of signs or related structures
Partiality which gain their identity by way of formal specifi-
cation.

The notion of partiality is of some virulence in
the community interested in constraint-based ap-
proaches. First, it is more than obscure to speal%)
of partial objects One can of course refer fmarts

of objects, given a part-whole relation for the ob-

jects in question. A primary candidate in our Con'weight in kilogram of’. Hence, “the entities we

e by sttt oo et enn o helpspeciy  sate of mind do ot have
P y y 9 to play anypsychologicalor epistemological role at

%This is not to say that word forms are enough. Linguisticsa”’ just as numbers play no physical role” (David-

needs to talk aboutequencesf word forms. And sequences SON, 1989, p. 11). Some readers may feel more at
must not be identified with classes of tokens; see Quine (1969
p. 42). Their identity is defined by way of formal specificatio %see e.g. Johnson (1988).

34The injection on the point side is Quingisoxy function %see e.g. Chomsky (1986), (1995).
e.g. (1969, p. 56). %"The idea goes at least back to Carnap.

An analogy might help: ascribing knowledge to
eople is like ascribing weight to objects. Reflec-
on on the predicational structure of the latter as-
cription reveals it at relationahumbersare related
to objects by, for example, the dyadic predicate ‘is




ease with this view when the nature of grammaticalrespect to which “pieces of information” to count
knowledge is recalled: it igacit knowledge which ascognitively equivalentthat is, as characterizing
the language user 3ot aware of. Exactly for this identical processing states. For example, assuming
reason Chomsky suggested to use the neologism ‘ta feature-based constraint system, even cognitive
cognize’ instead of ‘to know'. equivalence with respect tdvl could be denied,

Ontology is one thing, empirical content is an- in which caseAv! is used for cognitive inference.
other. A theory of grammatical knowledge in itself The other extreme is to coustveryequivalence of
lacks empirical content. What is needed in additionthe grammar as cognitive. In that case, perceiving
is a theory of language use, that is, a theory of howvord forms coincides with perceiving all grammat-
a speaker/hearer puts her grammatical knowledge teal information about the speech segment — an as-
use. The paradigmatic behavioral task (which is tacsumption which in a way caricatures J. J. Gibson’s
itly also adopted by Chomsky) is that of grammati- (1979) idea ofdirect perception An obvious prob-
cal judgment. Its underlying assumption is that nadem for this Gedankenexperiment is the presence of
tive speakers/hearers use their grammatical knowlalternatives, that is, ambiguity. Decisions and there-
edge in “unconscious acts of inference” to deducdore cognitive acts are then unavoidable.
whether an observed utterance is grammatical or Aneven more demanding task is to develdpex
not. ory of language acquisitianit would be a theory of
. . how conditional constraints are acquired, that is, a
Cognitive Dynamics . .

) _ ~_ theory of theory dynamics. And, maybe, the intu-

A theory of grammatical knowledge is, again in jtionistic conditional is of some use in this context.
Chomskian terms, about the state a person’s lan-

guage faculty has attained after language acquisiaA Constraints, Frames, and Locales
tion, or, better, about the “objects of knowledge” _ . o . i
this state bears the “cognizing” relation to. Within This appendix is to a large part distilled from Vick-

our framework we can assume this relation to befrS (1989), Johnstone (1982, chapter Il) and Mac
borne to a grammatical theory in form of a con- L@n€ and Moerdijk (1992, chapter 1X) (on frames
straint system. and locales), Droste and Gobel (1990) and Barwise

(1992) (on constraint systems), as well as Davey and

Grammatical knowledge remains, under reason:: ;
g Priestley (1990) (on lattices and order).

able idealizations, constant during language pro
cessing. Conditional constraints belong to the backa 1 constraint Systems

ground knowledge of the speaker/hearer. Language .

processing during speaking and hearing is thus ndt€t G e a set of elementary descriptive elements
concerned with the acquisition of grammatical con-(affirmative assertions, observations, predicates, in-
straints but with their application to momentary fONS, or whatever).

knowledge about certain parts of speech. Observapefinition 3 A constraint systef is a pair(G, <)

tional logic nicely reflects this distinction between consisting of a setG and a binary relations

permanent and transient information. borne by finite subsets @ to arbitrary subsets
A fully developed theory of language process- of . The constraint system is calledherentf

ing has to be explicit about the time course of the it js restricted to finite consequents, adeffinite
inferences which the speaker/hearer draws (Uncon- if the |atter contain at most one element.

sciously) from its background grammatical knowl-
edge. This asks for a setting similar to epistemicThe intended reading ol < V" is that if all el-
logic, not in the Hintikka style with its strongly ide- ements ofU are satisfied then at least one 16t
alized assumption of logical omniscience, but for aConvention: U < z,y’ stands for U < {z,y}’,
formal framework rich enough to express the suc-etc.
cession .Of Cogr?'g"’e states and the dynamics of PO efinition 4 A subsetX of G is closedwith re-
cessing in detaff! HO(C. < It i q

One of the merits of our framework for theories spectto{, ) iff itis non-empty an
of cognitive processing is that it is uncommited with UV - (UCX - XNV #9).

%3See e.g. van Benthem (1996) and Muskens et. al. (1997) %%also known assequent structurer non-deterministic in-
for promising frameworks. formation systeror theory.



Let C(L) be the partially ordered set (poset) of Normal, definite constraint systems are more or less
closed sets of a constraint systdimordered by the same aScott information systent$

inclusion. " .
Proposition 8 For every coherent constraint sys-

In other words, a non-empty set is closed if it con- temL their is a smallest normal set of constraints
tains with each antecedent of a constraint at least -, containing<,, called theentailment relation
one element of its consequent. Constraints of the determined by,

form (U, @) are referred to asxclusive Proposition 7 Identity, weakening, and cut are

Proposition 3 C(L) is upwards directed-complete. ~ sound and complete in the following sense:
It is also downwards directed-completdlifs co- Given a coherent systef, thenU +, V' iff

herent. UCX - XNV #2

Proof: Easy; e.g. Droste and Gobel (1990, p. 292) ¢, every element of C(L).

Note that since we do not countas closedC(L)  proof: Standard; e.g. Barwise (1992, p. 176)
does not necessarily have a least element.
A.2 Frames

eAs for combinations of descriptions we allow finite
conjunctions and arbitrary disjunctions subject to
the usual logical identities such as commutativity,
idempotency, etc. and thefinite distributive law

Definition 5 Non-empty subsets of closed sets ar
calledconsistent A deductive closuref a con-
sistent setX is a minimal element of the set of
closed supersets of.

Definition 8 A constraint systeml, is Post com-
pleteif C(L) is an antichain, that is, if each closed rAVY = VizAylyeY}.
set is maximal consistent. More formally, descriptions are elements of the

Proposition 4 If a constraint system is coherent frameFr(G) freely generated bg.

then every consistent set has a deductive closuréDefinition 8 A frame is a partially ordered set

where subsets have joins, finite subsets have

meets, and binary meets distribute over arbitrary
If L is definite therC(L) is obviously closed un-  joins. Frame morphismare functions preserving

der intersection. Therefore, each consistent’éet finite meets and arbitrary joins.

has auniquedeductive closure, namely

Proof: Proposition 3 and Zorn's lemmga

A simple example is the power sgf X) of a setX
N{YeCL)|XCY}. with union and intersection as join and meet. More
N _ o . interesting aresubframeshereof, that is, subsets of
Proposition 5 If L is definite, C(L) is bounded ,x) closed under infinite union and finite intersec-
completg* tion, better known as mpologyon X .

The following definition presents the standard 'NOté that in a frameevery subset has a meet,

method to extend a constraint st without chang- namely the join of its lower boun_ds. F.rames are
ing C(L). therefore the same aomplete latticesvhich sat-

isfy infinite distributivity. Consequently, defining
Definition 7. A coherent constraint systefds, <) z=yas\/{z|z A z < y} makes frames, as ordered
is normaliff < is closed undeidentity, weaken- sets, indistinguishable fromomplete Heyting alge-

ing, andcut, that is, iff bras (which is a common source of confusidi).
a<xa, Definition 9 A frame A is freely generatedy a set
if UV, UCS,andV CT thenS<T, G iff there is a functiorn from G to A such that
if Uya<V andU <a,V thenU <V for every fr_ameB_and every functio_rﬂ from G
to B there is a unique frame morphisfrfrom A
for every element and all finite subsetS, T', U, to B with § = f on.
andV of G.

“Isee e.g. Zhang (1994). Constraints of the fqim}, @)
4Bounded complete’ means for us that evergn-empty  have to be excluded.
bounded subset has a least upper bound. “Recallthatr <y + tAy=xz.



It follows immediately from thisuniversal property Constraint systems are essentially the same as
that a frame freely generated by a given set is uniqu@ropositionalgeometric theoriesGeometric formu-
up to isomorphismt® Existencehas to be proved lae (over G) are elements ofr(G). Axiomsare
separately: pairs of geometric formulae, intended as implica-
tions. A straightforward adjustment of definition 10
gives rise to the notion of a frame presented by a
theory. Existence can be proved in the same way as
above.
) i ' Constraints correspond to axioms of a certain
set of decreasing subsets $iordered by inclusion  5-ma) form consisting of conjunctions of subba-
and7 as the function taking each elemendf G gjcs in the first and disjunctions of subbasics in the
to {{x}}. Show thatA is a frame and check the gecond component. On the other hand, every axiom
universal property of definition 9 corresponds to a set of constraints: represent its an-
It is important to note that there can he com-  tecedent as a disjunction of finite conjunctions and
plete Heyting algebra freely generated by a countits consequent as a finite conjunction of disjunctions
ably infinite set® (Replace ‘frame’ in definition 9 and split the axiom in the obvious way. (An im-
by ‘Heyting algebra’. The crucial difference is that mediate consequence of this equivalence between
morphisms of Heyting algebras preserve the Heyteonstraint systems and geometric theories is that ev-
ing conditional.) ery frame is freely generated by a constraint system:
With respect to a constraint system we regardsimply take all inequalities that hold in the frame as
a description more “informative” then another if axioms.)
and only if the first entails the latter. In particular,
A.3 Locales

AU < V'V wheneverU < V.46 This motivates
the following Let 2 be the frame{_L, T} freely generated bw.

To studyduality means to investigate how relates
to the setd* of frame morphisms fromt to 2. Note
that any set of functions intdcarries a partial order:
f < giff f(a) < g(a) for everya.

Proposition 8 Every set freely generates a frame.

Proof (sketchf* Let G be a set and the set of
finite subsets of7 ordered by inclusion. § is the
semilattice freely generated ldy.) Take A as the

Definition 10 A frame A is freely generatear pre-
sentedby a constraint systeffG, <) iff there is a
functionn from G to A such that

UV = AnU) <Vn(V) Lemma 2 If the frame A is freely generated by a

and every function frontz to a frameB satisfy- constraint systend. then A* andC(L) are iso-
ing this condition factors uniquely throughby a morphic posets.

frame morphisny from A to B. I .
_ phisny _ N Proof: LetL be (G, <). By definition, there is
Existence can be checked by using proposition & one-to-one correspondence between frame mor-

and standard methods of universal algebra: phisms fromA to 2 and those functiong from G to
Proposition 9 Every constraint system freely gen- 2 which satisfy
7
erates a framé’ U<V = (AgU)=T = Vg(V)=T).

Proof: Take theguotient frameof Fr(G) modulo
the congruencegiven by the leastongruence pre-

order*®® on Fr(G) containing(A\ U,\/ V) for every
constrain{U, V) of (G, <) . It is extremely useful for technical and concep-

tual clarity to study duality within the more general
setting of topological systems introduced by Vick-
S.

The latter coincide with the characteristic functions
of the closed subsets 6f .

“Take any introduction to universal algebra.

44e.g. Johnstone (1982, section 11, 1.2)

“see e.g. Vickers (1989, p. 50) and Johnstone (1982, p.er
33f). Another reflection of this categorical differencetiatithe  Definition 11 A topological systemis a triple

frame freely gene.rated by a unit set consists of three elemen (X, A E > consisting of a seX , whose elements
whereas the Heyting algebra is infinite.

“Recall thath @ = T and\/ @ = L. are calledpoints a frameA, whose elements are

“7p natural task to pursue, which we have to put aside, isto  called opens and a relationi= being borne by
make constraint systems into a category by defining apyatepri points to opens such that

morphisms such that the free generation of frames givesaise .
an adjunction of categories. zE NF iff Ya(aeF — zkEa)

“8see e.g. Vickers (1989, p. 72) for background. rE VS iff Ja(a€S & zF a)



for finite subsetg” and arbitrary subsetS of A.
If z £ o thenz is said tosatisfya anda is said to
denoter.

For example, aclassification (X, G, ) in the

Definition 16 Alocale D is spatial (or said tohave
enough pointsif opens with identical extent are
identical.

Definition 17 A locale isspectralif its frame is co-

sense of Barwise and Seligman (1997) gives rise t0 herent©

the topological systeriX, Fr(G), ).

Definition 12 A morphismof topological systems
from (X, A, £) to (Y, B, ) is a pair (v, f)
consisting of a functiony from X to Y and a
frame morphismny from B to A such that

zE f(b) iff y(z)ED.

Definition 13 A locale is a topological system of
the form(A*, A, £ ) with z E a iff z(a) = T.

A morphisms of locales from(A4*, A, £) to
(B*, B, £ ) is by definition 12 of the forn{f*, f)
where f is a frame morphisnB to A (note the re-
verse direction) angi* takes each elementof A*
toxo f.

Definition 14 x subsumeg (or y specializest or
2 approximates) iff for every opena, if z £ a
theny E a. Notation:z C y.

A point z of a locale subsumes a poiniff z < y.
Therefore, via lemma 2, if the frame is freely gener-
ated by a constraint systefm subsumption means
inclusion inC(L).

In the following, the frame presented by a con-
straint systeny. is denoted by F (L)’ and the cor-
responding locale byC(L)’.

Let L andL' be constraint systems with the same
set G of subbasics and supposg;, is a subset
of <;,. Then eachL’-closed subset of7 is also
L-closed, i.e.C(L') is a subset of(L). Defini-

Proposition 10 Spectral locales are spatial.

Proof: Vickers (1989, p. 120) or use propositiop 7
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