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A formal analysis of until within the framework of Dynami
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s is
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1 Introdu
tion

1.1 Some Data

Any analysis of until in English must explain the following two phenomena. First, there is

an aspe
tual restri
tion on the senten
e in the main 
lause. Only senten
es are admitted

that are aspe
tually either of type a
tivity or state, (1a). Senten
es of type a

omplishment

or a
hievement are ex
luded, witness (1b).

(1) a. John ran=was ill until Mary arrived.

b. *John ate an apple=rea
hed the station until Mary arrived.

If the a

omplishment expression in the main 
lause is negated, (2a), or progressivized,

(2b), the senten
e be
omes a

eptable (similarly for an a
hievement expression). This


hange in a

eptability is expe
ted be
ause both negation and the progressive trigger

an aspe
tual shift. Expressions of type a

omplishment or a
hievement are turned into

expressions of type state.

1

1

The same holds for expressions of type a
tivity. They too are turned into stative expressions as the

test with at-adverbials shows.
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(2) a. John didn't eat an apple until Mary arrived.

b. John was eating an apple until Mary arrived.


. John ate apples until Mary arrived.

Example (2
) shows that the aspe
tual properties of the whole senten
e and not only that

of the underlying verb do matter. As the test eat apples *in ten minutes=for ten minutes

shows, eat apples is an expression of sort a
tivity and not of sort a

omplishment.

The se
ond phenomenon has to do with the dependen
e of the interpretation of an

until-senten
e on the aspe
tual properties of the subordinate 
lause.

(3) a. John was jobless until Mary built a house.

b. John wat
hed TV until Mary ran.

In the 
ase of (3a) John must have been without a job either at least up to the beginning of

Mary's building a house or to the end point of her building the house. For instan
e, in the

�rst situation John 
ould parti
ipate in building the house whereas in the se
ond situation

he 
ould have got a job after the house was �nished be
ause Mary started running a

business in it and needed 
o-workers. For an a

omplishment expression the time spe
i�ed

by the until-
lause up to whi
h the event denoted in the main 
lause must at least go on

is therefore not uniquely determined. If a speaker wants to uniquely determine this frame

point

2

he has to use aspe
tual verbs that dire
tly refer to the beginning or the end of an

event or the perfe
t, e.g. by using began to build , �nished building , or had built in (3a).

On the other hand, for (3b) with an a
tivity expression in the subordinate 
lause only the

�rst of the two interpretations is available: John must have been wat
hing TV at least up

to the beginning of Mary's running.

The diÆ
ulty for an analysis of until is that this dependen
e of the frame point on the

aspe
tual 
lass of the until-
lause 
annot be explained in purely temporal terms. The run

time of ea
h event has both a beginning and an end point, irrespe
tive of the aspe
tual

properties of the 
lause that is used to refer to it. It is even possible to refer to one event

with two senten
es that belong to distin
t aspe
tual 
lasses. For instan
e, John walked

and John walked to the store 
an both be used to refer to a parti
ular walk of John. Yet,

the �rst senten
e is of type a
tivity whereas the se
ond is of type a

omplishment.

It is important to note that the event denoted by the main 
lause 
an go on beyond

the frame point, as example (4) illustrates.

(4) John didn't talk until the lawyer arrived. He even 
ontinued his silen
e after the

lawyer had arrived.

a. John did not work at noon.

b. John was working at noon.

Both senten
es admit a non-in
hoative, non-habitual reading. For a detailed analysis of 
onstru
tions of

the form not . . . until where until is taken in its adverbial use, see de Swart (1996).

2

Called so with referen
e to Hamann (1989), a

ording to whom temporal 
lauses \frame" the referen
e

time of the main 
lause.
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The end-of-pro
ess interpretation is a 
onversational impli
ature at best. A

ording to

Hamann (1989) it 
an be derived from the \be informative" maxim, sin
e the until-

senten
e tells nothing about the time after the frame point. A more suggestive explanation

is that on the pragmati
 level until often has a 
ausal 
onnotation, espe
ially if the main


lause is negated. The event referred to in the subordinate 
lause is interpreted to 
ause

the state or pro
ess des
ribed in the main 
lause to stop. But su
h a 
ausal relationship

is not part of the semanti
s of until itself.

1.2 Until in Logi
 and Programming

A standard formalization of until in the guise of temporal logi
 is the following �rst-order

de�nition (e.g. Goldblatt, 1992, van Benthem, 1996):

(5) P untilQ = fx j 9y(x < y ^ Qy ^ 8z(x � z < y ! Pz))g .

3

Here, < is the relation of temporal pre
eden
e between time points and the s
hemati


letters `P ' and `Q' stand for predi
ates denoting time points. (P and Q are also 
alled

\propositions".) Be
ause of this restri
tion to stative expressions, de�nition (5) obviously

falls short as an approa
h to 
over the semanti
s of until in natural language as revealed

in se
tion 1.1.

Another formalized o

urren
e of until , well known to everybody familiar with imper-

ative programming languages, is the repeat-until 
onstru
t. Its de�nition in terms of

Propositional Dynami
 Logi
 is as follows (e.g. Kozen & Tiuryn, 1990):

4

(6) repeatA untilQ = A Æ

�

(?:Q ÆA) Æ ?Q ,

where Q is a proposition and A is a program, or, talking syntax, the s
hemati
 letters

`Q' and `A' stand respe
tively for monadi
 and dyadi
 predi
ates. With respe
t to the

appli
ation we have in mind we interpret \programs" as binary relations between time

points. Sin
e we assume in addition the set of time points to be linearly ordered, this

framework shows some aÆnity to Dynami
 Modal Logi
 (see van Benthem, 1996) restri
ted

to linear frames. A translation of (6) into �rst order logi
 plus an
estral is possible by

using the �rst order de�nitions of the test and 
omposition operators `?' and `Æ'.

5

Dynami
 Logi
 is appealing be
ause it over
omes the restri
tion to stative expressions,

that is, to monadi
 predi
ates over times. The formal language is \exogenous" with

respe
t to transitions { they are expli
itly mentioned { in 
ontrast to temporal logi
,

whi
h is \endogenous" in this respe
t (
f. Kozen & Tiuryn, 1990). Nevertheless, several

drawba
ks are to noti
e. A �rst in
onvenien
e 
on
erns the interpretation of programs as

relations between time points. What is to say about two time points besides temporal

3

Some readers may prefer `�x(: : : x : : :)' over `fx j : : : x : : :g'. This makes no di�eren
e be
ause our

notation for abstra
tion 
an be read synta
ti
ally; see Quine (1969) for ba
kground.

4

We prefer 
onsistent pre�x notation for unary operators and assume them to have smallest possible

s
ope.

5

?P = fxy j x = y ^ Pxg , A ÆB = fxy j 9z(Axz ^ Bzy)g. The an
estral

�

R of a binary relation R

is

S

fR

n

j n � 0g.
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order? Obviously, that something happened between them, or, to be more spe
i�
, that

something happened starting at the one point and ending at the other. It seems reasonable

to make this referen
e to events expli
it, that is, to make the logi
 exogenous with respe
t

to events. For this purpose we repla
e programs by event types.

In order to allow tra
ing of the 
hanges brought about by events we assume two

fun
tions � and ! su
h that �`x and ! `x are respe
tively the beginning and the end point

of an event x.

6

(6) 
an then be rendered into

(7) repeatE untilQ = (E ^ ! :Q) _

?

(E ^ ! ::Q) � (E ^ ! :Q) ,

where the operators ` : ', `�' and `

?

' are de�ned as follows. R :Q is the inverse image (the

\Peir
e produ
t") of a set Q by a binary relation R.

7

Sequen
ing `�' and iteration `

?

'

make re
ourse to a fun
tional ternary 
omposition relation C between events. `Czxy' is

to be read as `z 
onsists of x followed by y'. The relation between the event sequen
ing

and their beginning and end is 
aptured by postulate

(8) Czxy ! �`z = �`x ^ ! `z = ! `y ^ ! `x = �`y .

A further restri
tion on C ensures asso
iativity of the sequen
ing operator `�':

8

E � F = C\(E�F ) = fz j 9xy(Czxy ^ Ex ^ Fy)g .

9

The de�nition of

?

F now simply is

�

(C\F )\F . Ea
h event of type

?

F 
onsists of a �nite

number of su

essive subevents of type F . Expression (6) di�ers from (7) in appearan
e

be
ause there is by de�nition at least one su
h subevent.

10

Although (7) over
omes the restri
tion to stative expressions 
riti
ized in (5), it seems

to be orthogonal to the requirements for an analysis of the data presented in se
tion

1.1. The until 
lause des
ribes a state whereas the \main 
lause" { the \body" of the

repeat-until 
onstru
t { denotes an event, i.e. a \dynami
" entity. A

ording to se
tion

1.1, on the other hand, the main 
lause of the until-senten
e is restri
ted to state and

a
tivity des
riptions. A 
loser look, however, reveals that (7) is quite adequate as a logi
al

analysis of examples like (9), where the main 
lause has an iterative reading and the

subordinate 
lause des
ribes a state.

(9) Mary kno
ked at the door until John was awake.

6

Here, fun
tions are fun
tional relations. Holding with Quine (1969) against the tide, `Fxy' has to be

read as `x is the F of y' (and not the other way around). `F `y' stands for `�x(Fxy)'.

7

R :Q = fy j 9x(Rxy ^ Qx)g .

8

9x(Czxy ^ Cxuv)$ 9w(Czuw ^ Cwvy).

9

R\Q = fx

1

: : : x

m

j 9y

1

: : : y

n

(Rx

1

: : : x

m

y

1

: : : y

n

^ Qy

1

: : : y

n

)g (Image of Q by R).

10

There is a strong resemblan
e to Arrow Logi
, Amsterdam style; 
f. van Benthem, 1996. The operations

�, � : , ! : , and

?

obey e.g. the following identities, whi
h follow from the de�nitions.

E � F ^ ! :Q = E � (F ^ ! :Q) ,

E � (� :Q ^ F ) = (E ^ ! :Q) � F ,

?

(E ^ ! ::Q) � (E ^ ! :Q) = E �

?

(� ::Q ^ E) ^ ! :Q .
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2 Event Dynami
s and Aspe
tual Theory

2.1 Dynami
 Event Semanti
s

It is 
ommon nowadays in natural language semanti
s to adopt an approa
h, often dubbed

as \neodavidsonian", whi
h assumes non-stative verbs to make referen
e to a
tions and

events. We go beyond this in that we make ex
essive re
ourse to the time 
ourse of events,

their evolution in time, and the 
hanges of states brought about by them. Besides allowing

for an aspe
tual 
lassi�
ation of verbs (se
tion 2.2), this will prove to be the adequate level

of analysis in order to 
apture the frame point of until 
lauses as well as its variability

(se
tion 4). Our framework might be referred to as Dynami
 Event Semanti
s (Naumann,

1997a,b).

The basi
 idea 
an be rephrased in terms of the notion of 
hange, whi
h 
omprises at

least two perspe
tives that are 
omplementary to but interwoven with ea
h other. On the

one hand, a 
hange is an event; on the other hand, it is a novel state whi
h is brought

about by an event, that is, the result of a 
hange in the �rst sense. The se
ond aspe
t of a


hange, 
hanges as transformations of states, is 
aptured in Propositional Dynami
 Logi


where programs are interpreted as binary relations between time points. The disadvantage

of this approa
h, as emphasized in se
tion 1.2, is that the �rst aspe
t is not 
aptured at all.

Changes as transformations are derived obje
ts, i.e. relations between time points. They

are not treated as \�rst 
lass 
itizens" of the domain of entities. This latter perspe
tive

is 
aptured in event semanti
s (e.g. Krifka, 1992), where events are individual entities.

Event semanti
s rei�es events and des
ribes their mereologi
al stru
ture by algebrai


laws. The relation to the temporal domain is given through the temporal extension of

events, by whi
h temporal pre
eden
e and overlap of events are de�nable. What is not

taken into a

ount is the inherent temporal dire
tion of events { presumably be
ause of

an unre
e
ted transfer of ideas from mereologi
al theories of plurals and mass nouns. Dy-

nami
 Event Semanti
s 
laims to over
ome this restri
tion by uniting the two perspe
tives

of the notion of 
hange mentioned above.

Referring to time points and events is linguisti
ally justi�ed. Indubitable predi
ates

of the latter are nominalizations of non-stative verbs. In the following, event predi
ates

(event types) might be thought of as senten
e radi
als in the sense of Galton (1984), that

is, as \tenseless senten
e frames". We assume time points to be linearly ordered by < and

two fun
tions � and ! as in se
tion 1.2. A further assumption is that everything takes

time, i.e. �`x < ! `x for ea
h event x.

11

To keep things simple, intervals (periods) are

treated as (
onvex) sets of time points.

12

Se
tion 1.2 introdu
ed a predi
ate `C' to express that events 
onsist of 
onse
utive

subevents. An event x is 
alled an initial segment of an event y, in symbols, x C y, i�

there is an event z su
h that Cxyz. In the following this relation will typi
ally be used to

state that all initial segments of an event x are of the same type E. One way to express

this is that x is of type :(:E �>), with > as the most general type. Sin
e this is the only

use of sequen
ing (besides the analysis of iterates given above) more restri
ted operators

11

The reasons are, besides experien
e of life, more on the te
hni
al side than a matter of prin
iple.

12

For a more appropriate alternative see e.g. Kamp & Reyle, 1993.
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are 
onvenient: `3

#

E' for `E � >', i.e. for `fx j 9y(y C x ^ Ey)g', and `2

#

E' for `:3

#

:E'.

Note that sin
e �`x < ! `x, (8) implies that if x C y then x 6= y.

Events are supposed to have an \a
tive argument" by whi
h we mean the entity that

undergoes the 
hange brought about by the event at hand. In the 
ase of running events

it is the runner, in the 
ase of eating events the thing eaten. Let us assume an operation

� whi
h takes event types to fun
tional relations between entities and events, the former

being obje
ts that take part in the latter. Suppose further that �E xy i� y is of type

E and x is the a
tive argument of y with respe
t to event type E.

13

The 
hange the

obje
t undergoes is 
aptured by an additional time-dependent property. More about that

in se
tion 2.2.

The status of states notoriously 
alls for re
e
tion.

14

Con�ning ourselves to 
opula

senten
es we 
ould say that the entity denoted by the subje
t serves as the \a
tive"

argument (better to be 
alled \stative" now) of the state des
ribed. The relevant property

of the argument, whi
h in this 
ase is 
onstant in time, is expli
itly given in the state

des
ription by the predi
ative adje
tive (or noun). If a 
opula senten
e des
ribes John as

being ill then John is the a
tive argument and being ill the relevant property. The state

type (the predi
ate) at question is not being ill but someone's being ill . To 
oin a slogan,

a state is always a state of someone or something.

15

In the following we refer to states

and events both as eventualities.

2.2 Aspe
tual Classi�
ation

In this se
tion we sket
h a theory of the aspe
tual distin
tion between a

omplishments

and a
tivities. Related 
lassi�
ations are teli
ity vs. ateli
ity and terminativity vs. du-

rativity . The �rst 
lass of verbs is often 
hara
terized to have an \intrinsi
 
ulmination

point". Obviously, this term is intensionally loaded sin
e the 
ulmination point is identi
al

to the terminal point, and terminal points are nothing spe
i�
 to a

omplishments. The

phenomenon at question 
annot be 
hara
terized in purely temporal terms, to repeat an

insight of se
tion 1.1.

A

ording to Krifka (1992), teli
 event types are 
hara
terized by (10).

16

(10) 8xy(Ex ^ Ey ^ x v y ! x = y) (Quantized Referen
e)

This property, however, is both too strong and too weak to 
hara
terize a

omplishments

(Naumann, 1997a). It is too weak be
ause every �nal segment of a walk to the store

is a walk to the very same store.

17

It is stronger than ne
essary sin
e we 
an do with

13

It would not be adequate to assume su
h a relation independent of the type of the event as one 
annot

ex
lude misleading 
ontingen
ies. For an event token 
an satisfy more than one event predi
ate, that is,


an be of more than one type, and di�erent des
riptions may pi
k out di�erent a
tive arguments. Thus,

to be the a
tive argument of an event is not an extensional but a 
on
eptual question, that is, a question

of des
ription.

14

It is indisputable that states 
an be referred to: Mary was happy. As usual, this state didn't last long.

15

Note that an approa
h whi
h treats states as time intervals would not be appropriate be
ause two

people 
ould by a

ident always be ill at the same time (one interval is enough), whi
h would make it

impossible to determine the \a
tive" argument of that state.

16

`x v y' means that x is a temporal segment of y.

17

This is admitted by Krifka (1992).
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initial segments. An appropriate 
hara
terization of a

omplishments therefore is given

by 
ondition (11a), whi
h prevents initial segments to be of the same type as the 
omplete

event.

(11) a. E � :3

#

E , that is , 8xy(Ex ^ y C x! :Ey) .

b. E � 2

#

E , that is , 8xy(Ex ^ y C x! Ey) .

Initial segments of a
tivities, in 
ontrast, are of the same type as the a
tivity in question.

This 
hara
teristi
 property is expressed by (11b).

A mere 
lassi�
ation like (11) does of 
ourse not explain the aspe
tual di�eren
e. Krifka

(1992) pursues the idea to derive the aspe
tual 
lass of an event type from properties

of the themati
 relation that is borne by the a�e
ted obje
ts (the patients, themes, or

whatever) to the a�e
ting events. The explanatory me
hanism is a \transfer" of mereo-

logi
al properties by themati
 relations.

18

Krifka's approa
h, though aiming in the right

dire
tion, is not 
apable of an adequate represention of the temporal dimension of 
hanges

and events. Verb of motion examples like John walked to the store seem not to involve

an obje
t that is in
rementally a�e
ted. At least this assumption would 
all for a rather

indire
t and arti�
ial 
onstru
tion.

In the following, we propose a more 
exible framework whi
h does not put all the

burden on a themati
 relation. Suppose E is an event type of sort a

omplishment. The

termination point of type E events has to be 
hara
terized by a 
ondition on their a
tive

arguments. This 
ondition ne
essarily depends on the event type. To this end, let us

assume an operation � whi
h takes an event type E to a fun
tional relation between time

points and entities su
h that �E xy i� at time point x the event of whi
h y is an a
tive

argument with respe
t to E terminates or is already over.

If, for example, E is the 
lass of eating events then the things eaten bear the relation

�E to the 
orresponding eating events and �E is borne by those time points to the things

eaten at whi
h they are eaten up. Sin
e `�E' does not make referen
e to events of any

type, the termination 
ondition does not depend on event tokens, as desired. Reversible

a

omplishments like John �lled a bottle and John emptied a bottle make this point 
learer.

In both 
ases, the a
tive argument is a bottle. � takes the �rst event type to a relation

whi
h is borne by time points to bottles that are full at that time. Appli
ation to the

se
ond event type, on the other hand, leads to emptiness.

Let �E be �E Æ �E. By de�nition, Ex i� (�E Æ �E)(! `x; x). Note that the end

point of a type E event that bears �E to an event x is not ne
essarily the end point of

x. This 
an happen, for example, if the same bottle is involved in su

essive �llings and

emptyings. The distin
tion between a

omplishments and a
tivities relies on the state the

a
tive argument must be in when the 
orresponding event terminates. This state holds the

�rst time during an event at its end if the event is of type a

omplishment, as expressed

by (12a). For a
tivities, in 
ontrast, the state holds as soon as the event has started,

formalized by (12b).

(12) a. 8x(Ex ! �E(! `x; x) ^ 8y(�`x � y < ! `x ! :�E yx)) .

18

The formal de�nition uses latti
e homomorphisms.
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b. 8x(Ex ! 8y(�`x < y � ! `x ! �E yx)) .

Let us 
all the 
ru
ial property of the a
tive argument the transition property in 
ase

of a
tivities and the result property in 
ase of a

omplishments. If the event is of type

pushing a 
art then the transition property of the 
art is that it has moved by having been

pushed, if the event is a walk of John then John is the a
tive argument and his having


hanged lo
ation by walking 
ounts as transition property.

But, obviously, also a

omplishments de�ne transition properties for their a
tive ar-

guments. At the linguisti
 level they show up as 
ontinuous forms. If the event type is

the eating of an apple then, as soon as the event has started, parts of the apple have been

being eaten. Therefore, we assume an additional operation �

0

besides �, whi
h gives

the transition property of the a
tive argument and 
oin
ides with � in the 
ase of a
tivi-

ties.

19

The analysis given in se
tion 4 of the twofold frame point of until-
lauses 
ontaining

a

omplishments relies heavily on these two properties of the a
tive argument.

20

Our approa
h to 
apture the dual 
hara
ter of the notion of 
hange has mu
h in 
om-

mon with the two-level dynami
 ar
hite
ture as put forward by van Benthem (e.g. 1996),

whi
h allows stati
 tra
ing of dynami
 pro
edures by the intera
tion of stati
 proje
tions

and dynami
 modes, the former taking pro
edures to propositions and the latter taking

propositions to pro
edures. An example of a proje
tion is the test operation ? of se
tion

1.2. A dynami
 mode of parti
ular interest in the 
urrent 
ontext is the so-
alled minimal

(or stri
t) updating given in (13).

(13) �-be
P = fxy j x < y ^ Py ^ 8z(x � z < y ! :Pz)g .

Extending the terminology of Dowty (1979) minimal updating 
ould be 
alled the minimal

be
ome operation (see Naumann, 1997a,b). Be
ause of its stru
tural similarity to (12a)

this mode 
hara
terizes in a sense the event types of sort a

omplishment.

21

It 
an easily

be lifted to Dynami
 Event Logi
. Propositions are then transformed into event types as

spe
i�ed in (14).

(14) �-be
P = ! :P ^ :3

#

(! :P ) = ! :P ^ 2

#

:(! :P ) .

3 Temporal Clauses

3.1 Referen
e Time

It is generally assumed that the primary fun
tion of a temporal subordinate 
lause 
onsists

in determining a time (i.e. an interval or a time point) with respe
t to whi
h the main

19

As the attentive reader will noti
e, we shift the burden of explanation to a good part to the proper

expli
ation of �E and �

0

E. See Naumann, 1995, for details.

20

Questions of aspe
tual 
omposition and aspe
tual shift have to be put aside here. For example, the shift

from walk to walk to the station modi�es the aspe
tual 
lass of the event type by adding a result property

of the a
tive argument. Also a 
hange of the a
tive argument seems to be possible, as in alternations like

John loaded hay into the wagon and John loaded the wagon with hay .

21

The identity between (�-be
P )\> and :P untilP , using de�nition (5), hints at a 
lose relationship

between the semanti
s of a
hievements and until -
lauses. Note that this is a 
ase of a stri
t until -
ondition

be
ause both predi
ates are logi
ally in
ompatible.
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lause is interpreted in a

ordan
e with the temporal relation expressed by the temporal


onjun
tion. Consider the examples in (15).

(15) a. While John wat
hed TV, Mary worked on her dissertation.

b. When Mary arrived, Bill was wat
hing TV.

Assuming that John wat
hed TV from two o'
lo
k to four o'
lo
k and that Mary arrived

at noon, the senten
es in (15) remain true if the temporal 
lauses are repla
ed respe
tively

by between two o'
lo
k and four o'
lo
k and at noon. Sin
e temporal adverbials of this

kind are usually taken to determine (or at least to restri
t) the referen
e time of the

main 
lause, it seems reasonable to attribute the same fun
tion to the respe
tive temporal


lauses. A �rst hypothesis then is that the referen
e time of the main 
lause 
oin
ides

with the referen
e time of the temporal 
lause (whi
h is the event time for the examples

in (15)). This is an instan
e of what Hamann (1989) 
alls an indire
t approa
h to the

semanti
 analysis of temporal 
onjun
tions. What is temporally ordered by the temporal


onjun
tion are assumed to be the referen
e times and not the event times of main and

temporal 
lause.

22

As observed by Hamann, the assumption that temporal 
onjun
tions dire
tly order

the referen
e times is not without problems, as shown by examples involving temporal

measure phrases like two se
onds before. Be
ause of this and other problems Hamann

raises the question of whether the notion of referen
e time should at all be used for the

interpretation of temporal 
lauses. Based on the di�eren
e between the interpretation of

(3a) and (3b) Hitzeman (1991) and Tovena (1995) put forward a similar argument. That

the interpretation of until-senten
es depends on the aspe
tual 
lass of the senten
e in the

until-
lause poses a problem for both indire
t and dire
t approa
hes: Despite their di�er-

en
e in aspe
tual behaviour, the senten
es John walked and John walked to the store 
an

be used to refer to the same event. In this 
ase, there is only one event time, whi
h is iden-

ti
al to the referen
e time (sin
e both senten
es have simple tense). Thus, independently

of the temporal relation expressed by until , the use of these senten
es in until-
lauses

should lead to the same range of interpretations, 
ontrary to the data.

In this respe
t until di�ers from other temporal 
onjun
tions like while or after . In


ontrast to until these temporal 
onjun
tions do not impose aspe
tual restri
tions on the

main 
lause. This does not imply that the interpretation of the temporal relation 
annot

be sensitive to the aspe
tual properties of the modi�ed expression. For instan
e, if the

modi�ed senten
e is of type a

omplishment or a
hievement, while requires the event de-

noted by the main 
lause to (
ompletely) o

ur on the interval denoted by the temporal

22

A standard argument against dire
t approa
hes, whi
h assume temporal 
onjun
tions to impose a

temporal order dire
tly on the event times, is that they 
annot explain the di�eren
e between (a) and (b).

a. When John left, Mary breathed a sigh of relief.

b. When John had left, Mary breathed a sigh of relief.

(A

ording to 
ommon wisdom, the perfe
t is interpreted as expressing a relationship between event time

and referen
e time whereas tense morphems are interpreted as determining the relationship between spee
h

time and referen
e time.)
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lause whereas for senten
es of type state or a
tivity the event time 
an properly in
lude

the run time of the event denoted by the while-
lause. On the other hand, while does

impose an aspe
tual restri
tion on the subordinate 
lause. Aspe
tual 
lasses like a
hieve-

ments or points that 
orrespond to event types denoting point-like events are ex
luded, or

are only a

eptable if the while-
lause is interpreted as a progressive or an iteration. What

is aspe
tually distinguished by while therefore are point and a
hievement expressions from

a

omplishment and a
tivity expressions.

23

Thus, whereas the aspe
tual restri
tion im-

posed on a while-
lause 
on
erns the distin
tion between atomi
ity and non-atomi
ity, the

aspe
tual restri
tion imposed on an until-
lause 
on
erns a di�erent (aspe
tual) level.

As the examples in (3) show, an until-
lause always determines a time point (its frame

point) even when it denotes a (non-minimal) interval, as this is the 
ase for a

omplishment

and a
tivity expressions. Furthermore, the fa
t that for an a
tivity expression in the until-


lause only the beginning and not the end point is a possible frame point shows that in

addition a point must be 
hara
terized by some property that is not purely temporal in

order to be determinable. Further eviden
e is provided by the adverbial use in examples

like John was jobless until De
ember , whi
h allows two readings. A

ording to the �rst,

John had no job at least until the beginning of De
ember. On the se
ond reading he was

jobless at least until the end of De
ember.

24

Taken together, until di�ers from while in

imposing no requirement on the length of the interval in the temporal 
lause and spe
i�ng

a time point whereas while-
lauses de�ne a non-minimal interval and spe
ify an interval.

Another question that naturally arises in 
onne
tion with temporal 
lauses is whether

it is possible to anaphori
ally refer ba
k to their referen
e time. In general, the answer in

negative, as example (16) illustrates.

(16) After John left, Mary breathed a sigh of relief. This was at six.

It is the referen
e time of the main 
lause that is referred to. Only if the temporal


onjun
tion permits the referen
e times of both 
lauses to 
oin
ide, the referen
e time of

the temporal 
lause might (a

identally) also be referred to. An example is (16) with after

repla
ed by when.

3.2 The Semanti
s of Until

To reveal the semanti
 fun
tion of until , re
all that the event denoted by the main 
lause

must go on at least up to the frame point of the until-
lause. Viewed from this perspe
tive

the semanti
 fun
tion of an until-
lause is similar to that of a for -adverbial.

25

It imposes

a lower bound on the run time of the event denoted by the main 
lause.

26

The aspe
tual

23

For suggestions how to analyze a
hievement and point verbs see Pinon (1997) or Naumann (1997a).

24

There is a third reading a

ording to whi
h John was jobless at least up to some point in De
ember. In

this 
ase, De
ember is taken as an element of the sequen
e of months. On this reading John was without

a job at least until De
ember as opposed to November or January.

25

This observation is also made by Hitzeman (1991).

26

Note that for -adverbials are in general interpreted in a non-stri
t sense, i.e., they allow the run time

to be longer than the interval denoted by them.

John ran for ten minutes. In e�e
t, he ran for twenty minutes.

10



restri
tion imposed by for -adverbials is exa
tly the same as that imposed by until on the

main 
lause.

27

(17) a. John wrote=�nished the letter in ten minutes=*for ten minutes.

b. Bill ran=was ill *in ten minutes=for ten minutes.

Only expressions of type a
tivity or state 
an be modi�ed by a for -adverbial. A

om-

plishment and a
hievement expressions are both ex
luded. For in-adverbials one gets the

inverse behaviour. Furthermore, in 
ontrast to temporal adverbials like during the night

or after midnight neither for - nor in-adverbials 
an be interpreted as restri
tion on the

referen
e time relative to whi
h the unmodi�ed senten
e is evaluated. Semanti
ally, a

for -adverbial takes an event 
lass to the sub
lass of all events whose run time is at least

of the length of the interval denoted by the argument-NP of the for -adverbial. Elements

of this sub
lass 
an then be related to an independently given referen
e time. Thus, a

for -adverbial dire
tly restri
ts the run time of an event by imposing a lower bound on its

length, independently of any referen
e time that is spe
i�ed by some other 
onstituent.

Until -
lauses di�er from pure duration adverbials in that they at least partly determine

the referen
e time of the main 
lause.

28

For instan
e, John ran until Mary arrived only

asserts that on the interval [x; y℄ John ran (was running) where y is the frame point of the

until-
lause (the time of Mary's arrival) and x is given 
ontextually. This is 
ompatible

with John running beyond y up to some time point w. But it is equally 
ompatible with

John having been started to run at some v before the 
ontextually determined x. The

interval [x; y℄ with respe
t to whi
h it is required that John ran in order that John ran until

Mary arrived is true, is then only a subinterval of run time of John's maximal running

event [v; w℄. But this is exa
tly the 
ondition that must hold between referen
e and event

time in the 
ase of durative (imperfe
tive) expressions. It is therefore possible to interpret

the interval [x; y℄ as the referen
e time with respe
t to whi
h the main 
lause of the until-

senten
e is interpreted. It follows that an until-
lause partly determines the referen
e time

of the main 
lause by setting its right border to the frame point. Consequently, the run

time of the event denoted by the main 
lause is indire
tly restri
ted by the requirement

to en
lose [x; y℄.

In 
ontrast to while, for example, the semanti
 fun
tion of an until-
lause does there-

fore not 
onsist in temporally ordering the referen
e (or event) times of the main and

the temporal 
lause. The semanti
 fun
tion of an until-
lause is similar to that of tem-

poral adverbials like yesterday or at noon by determining the referen
e time of the main


lause, i.e. the 
lause they modify. The di�eren
e 
onsists in the way the referen
e time

is determined. Whereas temporal adverbials like yesterday determine it 
ompletely, an

until-
lause only determines its end point. The di�eren
e between until and while 
an be

summarized as follows: While does not determine the referen
e time of the main 
lause

and imposes a temporal order on the referen
e times. Until partly determines the refer-

27

The analogy also holds for point verbs like hit and kno
k where the modi�
ation with for -adverbials

triggers an iterative reading, witness (9).

28

See also Hamann, 1989.

11



en
e time of the main 
lause and does not impose a temporal order on the referen
e times

of main and subordinate 
lause.

4 Synthesis

What remains to be done is to integrate the above analysis of until into the formal frame-

work of se
tion 2. Re
all that the relation �E, whi
h is de�ned as �E Æ�E, is borne by

those time points to an event x of type E, at whi
h x terminates or is already over. This

is the 
ase, if E is of sort a

omplishment. For a
tivities, on the other hand, every time

point at whi
h x is taking pla
e bears this relation to x too.

The earliest of these points after the beginning of the event is a possible frame point

for an until-
lause of type E. Let 
E be the fun
tional relation given by

(18) (
E)`x = min

�

fy j �`x � y ^ �E yxg .

Similarly, let 


0

E be the relation de�ned as (18) with �E repla
ed by �

0

E Æ�E. Then,

(


0

E)`x is the �rst time point at whi
h x is taking pla
e, irrespe
tive of the aspe
tual 
lass

of E. 
E 
oin
ides with 


0

E if E is of sort a
tivity (or state), and gives the 
ulmination

point of type E events for a

omplishments.

Taken together, 


0

E and 
E determine the possible frame points of until-
lauses of

type E. This leads to the following (approximate) analysis of until :

(19) D untilE = fx j 9yz(Dy ^ Ez ^ x E y ^ (! `x = (


0

E)`z _ ! `x = (
E)`z))g .

The spe
i�ed eventualites are the initial segments of the eventuality denoted by the main


lause `D', whi
h end at one of the frame points determined by the subordinate 
lause `E'.

A minor and straightforward modi�
ation of (19) would integrate the referen
e time of

until-senten
es in a

ordan
e with se
tion 3.2. It has to be emphasized that the remaining

indetermina
y 
on
erning the a
tual 
hoi
e between the possible frame points is not part

of semanti
s but, as Steedman (1997) notes in the related 
ase of when-
lauses, a matter

of knowledge representation and pro
essing.

The aspe
tual restri
tion imposed on the main 
lause is not a

ounted for by (19).

Neither event types of sort a

omplishment nor of sort a
hievement are ex
luded. This

additional restri
tion is formulated as a presupposition. Sin
e the until-
lause fun
tions

as a restri
tion on the end point of the main 
lause, it is presupposed that this point

is potentially restri
table. This ex
ludes teli
 event types whi
h determine their end

point inherently, su
h as a

omplishments and a
hievements. A more satisfying explana-

tion, whi
h we have to postpone, would work on the basis of a fully developed theory,

whi
h, �rst, analyzes a

omplishments as \in
orporated" (stri
t) until-
lauses (as already

sket
hed in se
tion 2.2), and, se
ond, allows to derive that an iteration of until-adverbials

is impossible on axiomati
 reasons. Though at an early stage of development, we regard

our approa
h as a promising step towards su
h a 
al
ulus.
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